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ABSTRACT: In the 1990s, language acquisition researchers and theoretical linguists 
developed an interest in learning mechanisms, and learning theorists rediscovered the 
verbal learning tradition. Nonetheless, learning theory and language acquisition continued 
to develop largely independently, which has stymied progress in both fields. However, 
exciting progress is happening in applying learning theory to language, and, more recently, 
in using language learning data to advance domain-general learning theory. These 
developments raise hopes for a bidirectional flow of information between the fields. The 
importance of language data for learning theory and of learning theory for understanding 
language is briefly discussed. 

 
In 1996, Elman and Bates published a Science editorial called Learning rediscovered heralding Saffran et 
al.’s (1996) discovery that infants show surprise when they hear a syllable that’s relatively unexpected, 
given the preceding context. The paper has garnered thousands of citations and established a whole new 
field in language acqusition. Yet, as Elman and Bates pointed out, the central finding was quite 
unsurprising in the context of domain-general learning theory (see also Baayen et al., 2013). The fact that 
it was surprising enough to students of language acquisition to spark a revolution is a sign of how 
fragmented the study of learning had become.  

In theoretical linguistics, learning was also being rediscovered since the mid-1980s, prompted to 
a large extent by the re-emergence of connectionism (Rumelhart et al., 1986). On the functionalist side of 
the field, usage-based linguistics made learning (and especially the, still-understudied, learning by doing) 
central to linguistic theory (Bybee, 1985; Langacker, 1987; see also Bybee & McClelland, 2005). The 
usage-based turn in functionalist linguistics led to an explosion of interest in frequency effects, with 
frequency understood as estimating the number of episodes of a particular type of experience. However, 
until recently, usage-based linguists have not produced explicit models of learning (McCauley & 
Christiansen, 2019). 

On the generative side of linguistics, interest in learning exploded in the 1990s with the 
emergence of Optimality Theory (Prince & Smolensky, 1993 / 2004). Optimality Theory (OT) combined 
a connectionist understanding of grammar as a constraint satisfaction system with the strong nativism 
characteristic of generative grammar, by assuming that the constraints are innate. Ironically, OT’s 
commitment to nativism stimulated an interest in learning; perhaps, by making it seem that the problem of 
language acquisition is on the cusp of being finally solved. This resulted in a large body of 
computationally explicit work on learning mechanisms.  

The history of research on learning within OT is instructive. Learning in this framework began 
from a well-founded domain-general approach to learning, error-driven constraint reweighting (e.g., 
Smolensky & Legendre, 1990), later shown to be equivalent to multiple regression (e.g., Zymet, 2019). 
However, it was then abandoned in favor of a domain-specific strict ranking approach. This decision was 
based on how languages were assumed to work (Pater, 2009), and became widely popular based on the 
relative ease with which constraints can be ranked, rather than weighted, by hand. Subsequent work has 
shown the strict ranking assumption to be empirically incorrect (e.g., Sorace & Keller, 2005), which led 
to re-emergence of algorithms based on constraint weighting (Pater, 2009). More recently, research in this 
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framework has come back full circle to converge with multiple regression (Hayes & Wilson, 2008; 
Zymet, 2019). In the end, although much important work has been done, thirty years of research have 
brought the field back to where it started.  

What went wrong? I would argue that the root of the problem is fragmentation, caused by an 
assumption that language learning is so fundamentally different from other kinds of learning that it 
demands fundamentally different inference algorithms (see Chomsky, 1965, for an explicit argument to 
this effect), and that therefore we could safely ignore the huge body of work on how we learn in other 
domains and start anew.  

As Miller and Escobar (2002) noted, the assumption that language learning is special has also 
done damage to the study of learning outside of language. Thus, the rather large literature on associative 
interference in verbal learning was entirely ignored in the subsequent development of animal learning 
models, which has led these models to assume, as a central claim, that cues must co-occur in order to 
compete (e.g., Rescorla & Wagner, 1972). This assumption, which the verbal learning literature 
contradicted, was then shown not to hold in both causal learning in humans (Matute & Pineño, 1998a) 
and, more impressively, classical conditioning in animals (Matute & Pineño, 1998b). More generally, the 
decades-long isolation of learning theory from language acquisition has meant not only that the insights 
of learning theory are often ignored in language acquisition, but also that learning theory has come to 
depend on a relatively small number of experimental paradigms, especially in humans (see also Chartier 
& Fagot, 2022). And even within learning theory, fragmentation has made it difficult to build on prior 
work. For example, Powell et al. (2016), working on causal learning in a Bayesian paradigm, propose 
competition between non-co-occurring cues as a novel, untested prediction. 

In the last decade, psycholinguists have started to use domain-general learning theory to model 
language acquisition. The models being applied go beyond regression, which describes how cues ought to 
be weighted at the end of learning, and predict what will be learned from an individual trial, or even an 
individual second of experience (Nixon & Tomaschek, 2021). In particular, the Rescorla-Wagner model 
(1972) has provided elegant accounts of many puzzling phenomena in language acquisition and language 
processing (e.g., Arnon & Ramscar, 2012; Baayen et al., 2011; Ellis, 2006; Kapatsinski, 2018; Ramscar et 
al., 2013b, 2014), and generated several accurate novel predictions (e.g., Nixon, 2020; Olejarczuk et al., 
2018; Ramscar et al., 2010, 2013a). Nonetheless, until recently, psycholinguists have not compared 
alternative learning-theoretic models. This work has therefore succeeded in establishing that learning 
theory can provide insights into language acquisition but has not shown that language acquisition can also 
inform learning theory. For example, it is only recently that the unique predictions that distinguish 
Rescorla-Wagner from other theories of learning have begun to be investigated in language learning 
(Caballero & Kapatsinski, 2022; Harmon et al., 2019; Kapatsinski, 2021; Nixon et al., 2022). I hope that 
this trend will continue, and the next decade will see a bidirectional flow of information between 
language learning and domain-general learning theory. 

Why is language acquisition an important domain for learning theory to explain? First, the 
statistics of the linguistic environment are relatively well understood because of the availability of large 
corpora, and these statistics have some distinctive characteristics. For example, there is a usually a very 
large number of possible outcomes in any context, although rich-get-richer loops in language change 
mean that there is a small number of knock-out cues often have categorical effects; cue co-occurrence 
structures are often degenerate; frequency distributions are highly skewed; and superadditive interactions 
between cues are common (Breiss & Albright, 2022; Kapatsinski, 2013; Zipf, 1949). These characteristics 
are quite different from the statistics in typical learning experiments (see also Wasserman et al., 2015) but 
may be shared with the statistics of experience in other domains. For example, competition between non-
co-occurring cues means that form-meaning connectivity and cause-and-effect relationships (Luque et al., 
2017; Powell et al., 2016) are likely to be characterized by sparse-and-strong structure.  

Theory development must, however, be guided both by well-documented characteristics of the 
object of learning, and what we already know about how learning works. That is, to use a result to 
develop a new theory of learning, the researcher should need to demonstrate that existing plausible 
theories cannot account for the results. Second, language is a complex suite of behaviors that requires the 
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whole brain (as well as the body), and the brain implements more than one learning mechanism 
(McClelland et al., 1995). Although some theories are alternative accounts of the same mechanism, others 
describe distinct coexisting mechanisms. For example, Hebbian and error-driven learning are often treated 
as alternatives in psycholinguistics but likely coexist in the brain (Ashby et al., 1998). An important 
direction for future work is therefore also to investigate how these multiple mechanisms work together in 
acquiring language and other complex skills.  
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