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1. Introduction

In hilly and mountainous landscapes, changes in base level driven by rock uplift influence the shape of river longitudinal and hillslope profiles through process-form feedbacks. Given sufficient time, erosion tends to balance rock uplift such that steady state (or time invariant) conditions result (Mackin, 1948; Fernandes and Dietrich, 1997; Whipple and Tucker, 1999). Hillslope angles and the convexity of hilltops have been shown to provide quantitative constraints on the pace of base level lowering induced by uplift (Hurst et al., 2012; Sweeney et al., 2015; Mudd, 2016), and the characteristic concave form of fluvial longitudinal profiles has been frequently exploited to extract information on tectonic forcing in a vast array of geologic settings (Hack, 1973; Kirby and Whipple, 2001; Wobus et al., 2006; Perron and Royden, 2013; Cyr et al., 2010).

For stream networks in particular, the oft-observed inverse power-law dependence of drainage area on valley slope is consistent with stream power models of fluvial bedrock incision (Howard and Kerby, 1983; Whipple and Tucker, 1999; Lague, 2014). This functional relationship that relates longitudinal profiles to erosion (and uplift) allows spatial variations in tectonic forcing to be inferred from examination of readily available topographic information (Ahnert, 1970; Howard and Kerby, 1983; Milliman and Syvitski, 1992; Dietrich et al., 2003; Binnie et al., 2007). While the form of the stream power law states that incision rate is equivalent to the power law product of channel slope and drainage area (Whipple, 2004), alternative parameter-rich incision models demonstrate that concave power-law profiles also emerge from abrasion and plucking mechanisms that account for the opposing roles of fluvial sediments in providing tools for incision and coverage of stream beds (Sklar and Dietrich, 2004; Chatanantavet and Parker, 2009; Gasparini and Brandon, 2011; Shobe et al., 2016). While these sophisticated models are deemed physically relevant and have been supported by experiments (Sklar and Dietrich, 2001; Finnegan et al., 2007), their application for the interpretation of natural landscapes has yet to be...
realized, with a few exceptions (Attal et al., 2011; Gasparini and Brandon, 2011; Hobley et al., 2011; Sweeney and Roering, 2016). Rather, the stream power model has proven to be accessible and easily digestible for tasks such as mapping patterns of channel steepness and identifying the signature of transient adjustment (Crosby and Whipple, 2006; Whitaker et al., 2007; Mudd, 2016; Willett et al., 2014). The normalized slope of fluvial networks, termed the steepness index, can be extracted from slope-area data given constant concavity (i.e., constant power-law scaling) and has been shown to vary systematically with erosion rate (e.g., Lague et al., 2000; Snyder et al., 2000; Ouimet et al., 2009; DiBiase et al., 2010; Kirby and Whipple, 2012; Hare et al., 2016).

While these network analyses have proven to be astonishingly effective reconnaissance tools for detecting spatial and temporal variations in deformation and erosion, their scope may be limited to the fluvial-dominated portion of channel networks. Thus far, these analyses assume constant power-law scaling of slope-area data, and as a result their relevance for characterizing low-drainage area (or steep headwaters) portions of drainage basins is unclear. In these upper reaches of unglaciated mountainous catchments, the scaling often systematically deviates from constant concavity. Instead, valley slope angles tend to approach a threshold value set by the stability of colluvial hollows (Stock and Dietrich, 2003) and unconsolidated, in-channel sediment deposits (McCoy et al., 2012; Kean et al., 2013; Prancevic et al., 2014) that serve as the initiation zones for debris flows that transverse significant portions of the downstream network. Given the absence of significant fluvial transport (much less incision) in these areas (Fig. 1) that represent the transition between hillslopes and the channelized portions of networks (Montgomery and Buffington, 1997; Lague and Davy, 2003), debris flows typically are implicated as the primary incision process in so-called colluvial valleys (Dietrich and Dunne, 1978; Benda, 1990; Stock and Dietrich, 2003, 2006).

These steep, debris-flow-dominated reaches are typically found at relatively small drainage areas (<1 to 5 km²) that often constitute >80% of the regional topographic relief (Stock and Dietrich, 2003). The transition between debris flow and fluvial-dominated portions of the drainage network is often debated as Stock and Dietrich (2006) reported that debris flow deposits overlap with the upstream extent of fluvial stratigraphic terraces in the Pacific Northwest. In the San Gabriel Mountains of southern California, debris flows frequently traverse the entire drainage network of many catchments before being arrested by engineered debris basins dotted along the range front to mitigate the hazard (Lavé and Burbank, 2004), although field observations reveal features characteristic of fluvial incision in some upstream reaches (DiBiase et al., 2012).

The morphology of debris-flow-dominated (or colluvial) profiles tends to be steeper and less concave than predicted by fluvial power-law scaling and instead approach a constant slope at very small drainage areas (~10² m²), coincident with unchanneled valleys. It has been proposed that these colluvial reaches can be described by the concatenation of numerous power law relationships (Lagoe and Davy, 2003; Whipple and Tucker, 1999; DiBiase et al., 2012). In many settings, high-resolution laser altimetry reveals a smoothly varying (or curved) log-log slope-area topographic signature for debris flow valleys (Stock and Dietrich, 2003, 2006). Stock and Dietrich (2003) developed an empirical function for debris flow slope-area data, and their three-parameter function described the continuous transition from relatively constant slope angles (similar to threshold slopes) observed at small drainage areas to the inverse power law relationship of fluvial channels at larger drainage areas. Stock and Dietrich (2003) postulated that as erosion rates increase, the profile of steep, debris flow valleys lengthens, forcing the transition from debris flow to fluvial-dominated reaches to occur farther downstream in larger drainage areas. The mechanical model of Stock and Dietrich (2006) posited that valley slope (and the characteristic curved slope-area signature of steepland headwaters) results from the balance between processes that increase incision in the downvalley direction (such as increasing flow event frequency and sediment entrainment) and processes that decrease incision downstream (such as lower inertial stresses from lower slope angles and the prevalence of less weathered, more coherent bedrock). A recent theoretical contribution adopted a similar framework for general landscape and network evolution (Shelef and Hilley, 2016).

Given topographic data of sufficient resolution, small and ubiquitous debris flow catchments have the potential to serve as highly localized and broadly dispersed recorders of rock uplift that adjust rapidly to changes in tectonic forcing (Hurtrez et al., 1999). In this contribution, we explore whether the shape of debris flow valley profiles can be used to interpret patterns of erosion and rock uplift in active orogens. Specifically, we seek to reconcile long-term uplift patterns with the earthquake deformation cycle in the Pacific Northwest, where large megathrust events associated with the Cascadia Subduction Zone have occurred every 300-600 years during the Holocene (Goldfinger et al., 2012). These events result in substantial coseismic subsidence (>|0.5 m) in coastal settings (Gregiel et al., 2015), but the inland extent of this deformation that may reflect the geometry of plate locking and coseismic slip is unknown. By combining modern interseismic uplift data with estimates of earthquake recurrence intervals and our analysis of long-term uplift generated by debris flow network morphometry, we propose a means to predict the pattern of coseismic subsidence along the Pacific Northwest coastal ranges. This endeavor also begins to confront the role of earthquakes in the evolution of Cascadia landscapes, which has not been addressed despite abundant geomorphic research in the region.

2. Tectonic forcing and valley network morphology

2.1. Stream power and steepness index for fluvial networks

Fluvial channels typically exist at drainage areas >0.5 to 1 km² in steepland catchments, often associated with valley slopes <0.05 to 0.15 (Lagoe et al., 2000; Stock and Dietrich, 2003). In these reaches, the relationship between incision rate, channel slope, and drainage area is often expressed by the stream power law

\[ E = KA^{0.5}S^{0.5} \]  

where \( E \) is the rate of bedrock channel incision, \( K \) is the incision coefficient, \( A \) is drainage area, \( S \) is local channel slope, and \( m \) and \( n \) are empirically derived constants (Whipple, 2004). This form of the stream power law is practical as it is formulated in terms of local channel slope and upstream drainage area, two parameters that are easily estimated from digital elevation models (DEMs). Furthermore, given steady erosion (i.e., uplift = erosion), the stream power model can be recast

---

Fig. 1. Debris flow catchments. This oblique aerial photo (photo by J. Roering) shows characteristic debris-flow-dominated catchments in the Oregon Coast Range. Yellow outline delineates catchment boundaries while the dotted white lines illustrate the primary debris flow tracks that terminate in unchanneled valleys just below the ridgetops.
with slope decreasing as a power law function of drainage area, wherein the coefficient incorporates uplift rate (U):
\[ S = \frac{(U/K)^{1/m}}{A^{a_1}} \]  

This formulation is frequently used to map channel steepness with the following expression referred to as Flint’s Law (Flint, 1974):
\[ S = k_s A^{-\theta} \]  

where \( k_s = (U/K)^{1/m} \) is referred to as the channel steepness index with units equal to \( L^m \) (Snyder et al., 2000), and \( \theta = m/n \) is the concavity. This form of the stream power law produces a linear trend in log-log slope-area space, given steady, uniform erosion and constant \( K \). Several studies have examined variability in \( k_s \) and \( \theta \) for catchments with uplift rate being the only known variable, and their findings indicate that \( \theta \) does not systematically vary with uplift rate (Wobus et al., 2006; Kirby and Whipple, 2012). Meanwhile, \( k_s \) is very sensitive to changes in uplift (Lague et al., 2000; Snyder et al., 2000; Kirby and Whipple, 2001; Duvall et al., 2004). Because the units of \( k_s \) depend on the corresponding \( \theta \) value, a fixed value of \( \theta \) called the reference concavity, \( \theta_{ref} \), typically is used in order to compare steepness indices between profiles (or networks), and the \( k_s \) value that results from the best fitting power law with \( \theta = \theta_{ref} \) is called the normalized channel steepness index, \( k_s/n \). Many linear (and nonlinear) relationships between erosion rate and normalized channel steepness have been proposed (Snyder et al., 2000, 2003; Kirby and Whipple, 2001; Lague and Davy, 2003; Duvall et al., 2004; Binnie et al., 2007; Harkins et al., 2007; Ouimet et al., 2009; Cyr et al., 2010; DiBiase et al., 2010; Kirby and Whipple, 2012; Harel et al., 2016).

2.2. Debris flow-dominated networks

At low drainage areas, the relationship between slope and area deviates from the power law trend associated with fluvial regimes (Fig. 2). These reaches are often characterized by a curved relationship in log-log slope-area space, representing a continuous (rather than discrete) scaling break from the power law fluvial relationship (Stock and Dietrich, 2003, 2006). The function proposed by Stock and Dietrich (2003) to represent the slope-area relationship for debris flow valleys was given by
\[ S = S_0 (1 + a_1 A^{a_2}) \]  

where \( S_0 \) represents valley head slope (slope at negligible drainage area), \( a_1 \) is an empirical constant (with units of \( 1/(\text{length}^{a_2}) \)) that is inversely proportional to the curvature of the log-log trend and represents the sharpness of the scaling transition, and \( a_2 \) is a unitless empirical constant analogous to \( \theta \) in that it represents the power law slope at large drainage areas (Stock and Dietrich, 2003). Stock and Dietrich (2003) recognized that these three parameters can account for curved slope-area relationships from debris-flow-dominated reaches in diverse geologic settings. This function converges to a constant slope \((S-S_0)\) at small drainage areas and to an inverse power law (defined by fluvial scaling exponent or concavity) at large drainage areas \((S-(S_0+a_1 A^{a_2}))\) and thus emulates the transition between hillslope and fluvial regimes that we observe in natural landscapes. Because \( S_0 \) is likely set by soil transport rates on steep sideslopes and shallow landslide and sediment entrainment mechanisms in steep unchanneled valley axes, it may be somewhat insensitive to variations in uplift (or erosion) rate and instead reflect the shear strength of coarse, unconsolidated soil (Prancevic et al., 2014) and soils that may be reinforced by dense root networks (Schmidt et al., 2001). Our application does not require that \( S_0 \) be invariant with uplift or erosion rate; instead, we seek to test this assertion. Additionally, \( a_2 \) is not expected to vary with uplift rate in the absence of systematic variation in lithology, basin geometry, and climate (Harel et al., 2016).

Stock and Dietrich (2003) inferred a potential correlation between \( a_2 \), which can be conceptualized as the convexity (or span) of the power law scaling transition between the debris flow and fluvial portions of slope-area relationships, and rock uplift rate and lithology. Using data collected from 12 regions of similar lithology in the U.S., they noted that as uplift rate increases, \( a_2 \) has a propensity to decrease and, thus, curvature of the slope-area relation tends to increase (Fig. 2). They hypothesized that as uplift rate increases, steep, debris-flow-prone valley reaches migrate to larger drainage areas in a manner similar to the responses of coupled hillslope-fluvial systems in the simulations of Howard (1997) and Tucker and Bras (1998). Farther downstream, valley slopes begin to decrease as debris-flow-dominated reaches transition to channelized fluvial reaches (Fig. 2). Debris flows in the confined valleys of this transitional realm tend to deposit at slopes of \(-0.03-0.1 \) as they are unable to overcome the forces resisting downslope movement (Stock and Dietrich, 2003, 2006; Hsu et al., 2008). This physical limit may correspond with the lower extent of the curved slope-area relation, and this transition is dictated by the debris flow and fluvial regimes that co-occur here. Thus, increasing rock uplift rate potentially shifts debris flow valley slopes to larger drainage areas at the expense of fluvial reaches, which effectively concentrates long-profile and slope-area curvature downstream and produces a more abrupt transition that is reflected by lower \( a_2 \) values (Fig. 2). Alternatively, one can interpret the slope-area regime depicted in Fig. 2 in terms of increasing uplift rate that causes the fluvial realm (power law portion of the network) to shift to the right in slope-area space (which is equivalent to increasing the steepness index, \( k_s \)), resulting in steeper valley slopes associated with debris flow processes to migrate downstream.

3. Study area: central Oregon Coast Range

The bedrock of the central Oregon Coast Range (OCR) is largely composed of the Eocene Tyee Formation, an ~3-km-thick, sand-rich sequence of turbidites with gently dipping, undeformed strata of relatively uniform lithology (Baldwin, 1956; Dietrich and Dunne, 1978; Heller and Dickinson, 1983; Reneau and Dietrich, 1991; Snayzel et al., 1964). East-west facies variability is minimal, but a south-to-north reduction in formation thickness and sandstone to siltstone ratio has been noted owing to the orientation of the delta-fed submarine margin at the time of deposition (Heller and Dickinson, 1983). Oligocene gabbric dikes manifest locally as east-west oriented high-elevation ridges because of their high resistance to erosion, although these features account for <5% of the mapped surface exposure in the region. Uplift of the OCR was initiated in the Miocene and is driven by subduction of the Juan de Fuca plate along the Cascadia Subduction Zone, located 60 to 100 km west of the Oregon coast (McNeill et al., 2000). Positive net uplift continues today along much of the coast as
evidenced by prominent marine terraces with long-term uplift rates ranging from 0.1 to ~0.4 mm/y (Kelsey et al., 1996). Additionally, long-term uplift rates interpreted from strath terraces throughout the central OCR also range from 0.1 to 0.3 mm/y (Persiounis, 1995), although the applicability of terrace incision records for interpreting uplift is a topic of vigorous debate (Finnegan et al., 2014; Gallen et al., 2015).

The Cascadia Subduction Zone experienced >20 large magnitude (Mw = 8 to 9+) earthquakes in the Holocene, and many of these events have been shown to rupture from northern California to British Columbia (Goldfinger et al., 2012). These earthquakes generate coseismic subsidence along the Oregon coast that is estimated to be 0.4 to 1.0 m based on analyses from estuaries and other coastal settings (Witter et al., 2003; Leonard et al., 2010; Graeth et al., 2015). Since the last major megathrust rupture in A.D. 1700, most coastal areas in this region have experienced interseismic uplift that exceeds long-term rock uplift and erosion by >10 times (Kelsey et al., 1994; Burgette et al., 2009). The prevalence of progressively uplifted marine terraces along much of the southern and central Oregon coast implies that interseismic strain is not fully recovered during megathrust events (Kelsey et al., 1994), although the source of permanent uplift is currently debated and mechanisms include buoyancy associated with young oceanic crust and sediment underplating (Audet et al., 2010).

Our analysis focuses on an east-west swath in the central Oregon Coast Range: a humid, unglaciated, forested, soil-mantled, mountainous landscape characterized by steep topography and relatively evenly spaced ridges and valleys. In this region, shallow landslides tend to originate from colluvial (or unchanneled valleys) and often translate into far-traveled debris flows (Dietrich and Dunne, 1978). The portion of the valley network dominated by debris flow scour and incision substantially influences landscape form, accounting for ~80% of network length as well as the vast majority of valley network relief (Benda and Dunne, 1997; Stock and Dietrich, 2003). Debris flows tend to terminate upstream of channel slopes of ~0.03 to 0.1, where step-pool bedforms begin to appear and fluvial processes become dominant (Montgomery and Buffington, 1997; Stock and Dietrich, 2006).

Erosion rate estimates derived from several methods (including suspended sediment yield, colluvial sediment flux, cosmogenic radionuclides, and radiocarbon) suggest values that cluster around 0.1 mm/y throughout the central OCR (Beschta, 1978; Reneau and Dietrich, 1991; Bierman et al., 2001; Heimsath et al., 2001). This correspondence of long-term uplift and erosion rates implies that the central OCR may approximate steady state over timescales of ~10^5 years, although recent paleo-erosion analyses indicate that glacial-interglacial climate fluctuations generate erosion rate variations of 2 to 3 times (Marshall et al., 2015). Our analysis does not account for these temporal variations but instead notes that such fluctuations would similarly affect all of our study catchments and thus not impact the spatial patterns in catchment morphology that we document below. In addition, our study sites avoid transience (temporally and spatially) that result from deep-seated landslides, drainage capture and reorganization, and differential stream incision associated with rock strength variations and bedrock meandering (Roering et al., 2005; vanLaningham et al., 2006; Almond et al., 2007; Marshall and Roering, 2014).

4. Methods

4.1. Topographic analysis

The prevalence of steep headwater catchments, relatively uniform lithology, and sufficient time to achieve an approximate balance between long-term uplift and erosion rates recommends the Oregon Coast Range as a promising study area to extract incision rate information from debris flow-dominated valley networks. Using high-resolution, 1-m airborne laser altimetry (LiDAR) data acquired by the Oregon Department of Geology and Mineral Industries (DOGAMI), we applied Stock and Dietrich’s (2003) empirical function to 83 catchments with drainage area between 0.4 and 3.0 km^2. We selected catchments concentrated in a region surrounding the outlet of the Umpqua River on the Oregon Coast (Fig. 3). No Quaternary active faults have been mapped in the study area, and the region is minimally folded (Fig. 3) (U.S. Geological Survey, 2006; Marshall and Roering, 2014). We avoided large catchments as well as catchments where hillslope or valley profile morphology appears to be influenced by transient base level lowering, such as dike-controlled knickpoints and deep-seated landslides, both of which are rare in this region of the coastal ranges.

We extracted the valley network from each catchment using TopoToolbox 2, a MATLAB-based geoprocessing toolbox, with a minimum drainage area of 250 m^2 (Schwanghart and Scherler, 2013). This threshold corresponds to the downslope extent of the hillslope regime and the onset of shallow landsliding in topographic hollows (Roering, 2008). Valley network elevations were smoothed using a 15-m smoothing window (Roering et al., 2010) with a first-order Savitzky-Golay filter and local slopes and drainage areas were calculated from the resulting smoothed network. Slope and drainage area values were log-transformed and binned to reduce the overwhelming number of data points in each catchment. The slope-area data sets for each of the 83 catchments were then fit with Eq. (4) using the MATLAB Curve Fitting Toolbox. Each binned data point was weighted by the number of measurements included in that bin (Stock and Dietrich, 2003). Best-fit parameters (a1, a2, and S0) for each catchment, as well as their 95% confidence intervals, degrees of freedom, and r^2 values, were recorded. We identified catchments with low r^2 values (<0.85) and visually inspected them for the presence of transient or other anomalous topographic signatures. This filtering resulted in the elimination of five catchments.

We plotted the distributions of a1, a2, and S0 and quantified the variance of these morphologic parameters within our study group. Because values of a1 vary with a2, we used a reference value approach similar to that used in studies of the normalized channel steepness (k_n) in order to compare a1 values between our study catchments (Lague et al., 2000; Snyder et al., 2000; Kirby and Whipple, 2001; Duvall et al., 2004). Following Wobus et al. (2006), we determined the reference a2 value to be the average of our calculated values. We then refitted catchment slope-area data with a fixed (or reference) a2 value.

4.2. Correlating erosion rate to morphology

We estimated and summarized catchment-averaged erosion rates from cosmogenic radionuclide (CRN) sample analysis (Heimsath et al., 2001; Marshall et al., 2015) from channel sediment in six different small catchments in the central Oregon Coast Range using the CRONUS online calculator (Balco et al., 2008). Each sample integrates erosion rate information from the upstream drainage area, which in our case is less than 10 km^2 for all samples. After erosion rate estimates were calculated, we fit the slope-area data from the corresponding valley networks with Eq. (4) to determine whether the value of a1 (or the other parameters) can be used to predict erosion rates. To account for the error in each of the CRN-derived erosion rate estimates, we used an inverse-variance weighting scheme. Under the assumption of steady erosion over the integration timescale of the CRN erosion rate estimates, we interpreted these erosion rate data to be a reflection of the long-term uplift rate, although the integration timescale of cosmogenic nuclides in our area is much less than the scale of glacial-interglacial fluctuations.

5. Results

Fitting the empirical model of Stock and Dietrich (2003) to the 83 catchments in our study area resulted in average best-fit parameter values of 0.63 ± 0.081, 15.5 ± 6.4 km^2 yr^-1, and 0.73 ± 0.08 for S0, a1, and a2, respectively (Fig. 4A-C). The a1 distribution is highly dispersed compared to the distributions of S0 and a2 as illustrated by a coefficient of variation (ratio of standard deviation to mean) of 0.41 compared to...
0.13 and 0.11 for \( S_0 \) and \( a_2 \), respectively. This distribution of \( a_1 \), however, contains values with inconsistent units because of the dependence on the corresponding best-fit value of \( a_2 \). The relative insensitivity of \( S_0 \) agrees with the hypothesis of Stock and Dietrich (2003) that valley slopes at small drainage areas are likely controlled by steep hillslope processes, such as threshold-driven shallow landslides and channel entrainment. Also, the relatively narrow distribution of \( a_2 \) values provides empirical support for our use of the reference \( a_2 \) approach for estimating dimensionally consistent \( a_1 \) values (Fig. 4C). By fixing the reference value of \( a_2 \) as 0.73, we refit the empirical slope-area function to all of our study catchments (Figs. 4D-E).

Using the slope-area fits to our six study catchments with cosmogenic nuclide data (Fig. 5; Table 1), we plotted how erosion rate \( (E, \text{mm/y}) \) varies with \( a_1 \) (km\(^{-1.46}\)) and noted a power-law relationship \( (E = \alpha a_1^\beta) \) with the following best fit parameters, \( \alpha = 0.35 \text{ mm/y/km}^{0.5256} \) and \( \beta = -0.359 \), respectively (Fig. 6). This erosion-morphology transfer function (Fig. 6) implies that we can estimate \( a_1 \) values for steepland catchments in our study area (Fig. 3) as a means to map spatial variation in erosion (and uplift under the steady-state assumption). While \( S_0 \) exhibits limited variability amongst our study catchments and \( a_2 \) is fixed in order to isolate systematic variations in \( a_2 \), our analysis (Fig. 3) shows that \( a_1 \) values systematically decrease inland, constituting a systematic increase in erosion rates (from < 0.1 to 0.2 mm/y) as one moves eastward and away from -20 km downdip contour of the subducting Juan de Fuca oceanic plate. The relative insensitivity of \( S_0 \) to variations in erosion rate may also reflect the influence of nonlinear transport on hillslopes (e.g., Roering, 2008), such that small changes in slope angle can generate large changes in flux. A comprehensive
morphologic analysis of systematic variations in hillslope angles and hilltop curvature (e.g., Hurst et al., 2012) in conjunction with the steepland valley network analysis would be illuminating but beyond the scope of this contribution.

6. Application to uplift and earthquake deformation in the Cascadia Subduction Zone

6.1. Background

In the following section, we couple our debris flow network erosion proxy with interseismic uplift and paleoseismology data for the Cascadia Subduction Zone to establish a predictive model for spatial variation in coseismic subsidence typical of megathrust events in Cascadia. This analysis requires the consideration of two disparate timescales of uplift: over hundreds of years, earthquake and post-earthquake strain accumulation and viscoelastic response generate highly transient and discontinuous vertical deformation; whereas over longer timescales, uplift of the margin proceeds because vertical changes associated with the earthquake deformation cycle are not purely elastic as evidenced by the prevalence of marine terraces along central and southern Oregon (Kelsey et al., 1994, 1996). While geomorphologists commonly invoke steady (and uniform) rock uplift to interpret landforms, coseismic and interseismic deformation produce highly variable rock uplift patterns in subduction zone settings (Thatcher, 1984). Despite abundant Native American oral history (Ludwin et al., 2005), there is

Table 1

<table>
<thead>
<tr>
<th>Cosmogenic radionuclide erosion rates1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample</td>
</tr>
<tr>
<td>CRN 500 (-123.811°, 43.964°)</td>
</tr>
<tr>
<td>CRN 501 (-124.105°, 43.470°)</td>
</tr>
<tr>
<td>CRN 502 (-124.104°, 43.468°)</td>
</tr>
<tr>
<td>CRN 503 (-123.820°, 43.467°)</td>
</tr>
<tr>
<td>Hads CRN (-123.824°, 43.485°)</td>
</tr>
<tr>
<td>Stream B-R (-124.113°, 43.469°)</td>
</tr>
</tbody>
</table>

1 The cosmogenic radionuclide-derived erosion rates used to calibrate the functional relationship with α₁ were derived from one published and five unpublished stream sediment samples. The concentrations were obtained for all samples except for the sample from Heimsath et al. (2001), for which ²⁶Al concentration was measured. We used the CRONUS online calculator to calculate catchment-averaged surface erosion rates (Balco et al., 2008). Samples CRN 501 and CRN 502 correspond to nonoverlapping areas of the Sullivan Creek catchment. Sample stream B-R corresponds to a region that overlaps with the regions described by CRN 501 and CRN 502, and a mixing relationship was used to derive the erosion rate for the downstream area corresponding only to sample Stream B-R (Granger et al., 1996). Errors are 1σ propagated from accelerator mass spectrometry (AMS). Notes: JR, JM denotes samples collected by Josh Roering and Jill Marshall and H2001 denotes data from Heimsath et al. (2001).
no instrumental record of a megathrust earthquake in the Pacific Northwest (Atwater and Yamaguchi, 1991; Satake et al., 1996). Historic megathrust events elsewhere highlight the importance of earthquake deformation cycles for determining the evolution of the land surface in these settings (e.g., Tohoku 2011, Mw 9.0; Sumatra 2004, Mw 9.1; Alaska 1964, Mw 9.2; and Chile 1960, Mw 9.5). The dynamic processes that lead to large subduction zone earthquakes are often assumed to be cyclical in nature with coseismic deformation followed by a short period of afterslip and long periods of interseismic deformation that is often assumed to be elastic while the fault zone is locked (Fig. 7; Wang and Tréhu, 2016). Consistent with Kelsey et al. (1994), recent studies imply that a small fraction (~10%) of the deformation experienced during a subduction zone earthquake cycle may be permanent rather than recoverable as implied by purely elastic models (Baker et al., 2013; Wesson et al., 2015).

In Cascadia, geodetic time series (such as leveling, tide gauge, and GPS data) reveal rapid interseismic deformation that exceeds long-term uplift (averaged over a multitude of earthquakes) by more than an order of magnitude (Burgette et al., 2009). Currently, much of the margin experiences rapid interseismic uplift such that megathrust earthquakes generate coseismic subsidence in coastal areas as shown by the abundance of paleoseismology evidence gathered since the 1980s (Atwater, 1987; Witter et al., 2003). Specifically, buried marshes and forests in coastal Washington and Oregon are thought to be reflective of multiple episodes of coseismic subsidence and corresponding tsunamis, which inundated coastal regions and rapidly deposited sediment (Atwater, 1987; Darienzo and Peterson, 1990; Nelson and Personius, 1996). Stratigraphic and microfossil analyses reveal at least 12 events along the central and southern Oregon Coast in the last 6700 years (Witter et al., 2003), which implies a recurrence interval of 570-590 years. Buried soils at Yaquina Bay studied by Graehl et al. (2015) imply a recurrence interval of 420-580 years; while dating of offshore turbidite deposits, believed to have been triggered by coseismic shaking, yield recurrence interval estimates between 500 and 530 years for full-margin rupture events (Goldfinger et al., 2012). These off-shore records also reveal more frequent earthquakes along the Oregon and California coast (Goldfinger et al., 2012) such that the subduction zone may be divided into segments that define the spatial extent of more frequent earthquakes with shorter rupture lengths. Under this assumption, the central Oregon Coast segment may have a recurrence interval of 300 to 380 years (Goldfinger et al., 2012).

Along coastal settings in the Pacific Northwest, sediment cores and outcrops reveal mud-over-peat contacts that correspond to decimeters of nearly instantaneous land-level fall experienced during earthquakes as high tidal marshes or swamps dropped and subsequently buried by intertidal sediments (and sometimes tsunamites). The sedimentary signature of interseismic uplift is the accumulation of muddy sediments capped by peat. Coastal coseismic subsidence estimates for the 26 January 1700 Cascadia earthquake range from 0.3 to >1.0 m, and areas of negligible subsidence are proposed to reflect heterogeneous surface rupture and potentially fault segmentation (Leonard et al., 2010; Milker et al., 2016). The inland extent of coseismic subsidence, however, which likely depends on the down-dip rupture pattern and slip distribution, remains poorly constrained and is not readily derived from geodetic data sets.

6.2. Estimating uplift and coseismic subsidence

Slope-area data for steep, low-order catchments in our study area imply that long-term uplift rates increase inland (Fig. 3); and in order to connect our analysis to subduction zone earthquakes, we use the -20 km downdip contour of the down-going slab (defined by McCrory et al., 2004) as a reference for defining spatial trends in long-term erosion/uplift, interseismic uplift, and coseismic subsidence. For simplicity, we approximate the plate interface as fully locked, consistent with numerous lines of evidence (Wang and Tréhu, 2016). We also assume megathrust earthquakes to be periodic, although variable recurrence intervals are easily implemented with our methodology. Furthermore, given the consistency of plate convergence over geologic timescales, we assume that interseismic uplift rates are relatively constant between earthquake cycles. Although afterslip can manifest as a short-lived deviation from constant interseismic uplift following earthquakes (Thatcher, 1984; Wang et al., 2012), we neglect its potential time-dependent influence on the uplift field in order to simplify our analysis. Given these assumptions, the total surface uplift accumulated during one interseismic period (ΔzI) is given as ΔzI = IR, where I represents interseismic uplift rate (mm/yr) and R is the average earthquake recurrence interval (yr). Recognizing that inelastic vertical strain (via sediment underplating, buoyancy, or another factor) contributes to

Figure 6. Erosion-morphology proxy relationship. Erosion rate decreases as a power law function (thick gray line) of a$_1$ (given fixed value of a$_2$ equal to 0.73). Error bars reflect two standard errors.

Figure 7. Subduction zone earthquake deformation cycle. Simplified representation features rapid interseismic uplift in coastal regions as strain accumulates along the locked section of the subduction interface (top). During earthquakes (bottom), strain is released along the interface resulting in uplift near the trench and subsidence in the coastal region. Modified from Clague (1997).
permanent uplift of the coastal ranges, we can similarly calculate the amount of permanent (or long-term) uplift ($\Delta z_L$) that accumulates over one earthquake cycle as $\Delta z_L = UR$, where $U$ is long-term uplift rate. Subtracting $\Delta z_L$ from $\Delta z_s$ gives the coseismic subsidence ($S$, mm) for a subduction zone earthquake as

$$ S = R(I-U) \tag{5} $$

which can be calculated at any location along or inland of the margin.

Interseismic uplift rates obtained from leveling and tidal gauge records (Kelsey et al., 1994; Burgette et al., 2009) to investigate the pattern of locking along the Cascadia Subduction Zone plate interface show along-strike (N-S) variation that remains to be explained. Thus, we focused on the central Oregon Coast segment as characterized by Burgette et al. (2009); Fig. 8A). This data set coincides with our study catchments, enabling us to couple east-west variations in interseismic uplift with long-term uplift using Eq. (5). We plotted interseismic uplift rate, as well as long-term uplift rate estimates from our proposed morphology-erosion proxy (Fig. 8B), with distance from surface projection of the -20 km downdip contour of the subducting slab. Rates of interseismic uplift are highest near the coast (~4 mm/y) and decline rapidly in the landward direction over a distance of ~60 km (Fig. 8A). As shown in Fig. 8B, our long-term uplift rates established from debris flow catchments span 25 km of the Burgette et al. (2009) data set and reveal the opposite trend: long-term uplift is low near the coast and increases linearly in the landward direction. To solve Eq. (5) along our east-west transect, we fit the interseismic data with a stiff spline function and the long-term data with a linear function (Fig. 8Bii) using an inverse-variance weighting scheme.

We use Eq. (5) to generate predictions of coseismic subsidence for earthquake recurrence intervals of 300 and 500 years (Fig. 8Biii). In each scenario, coseismic subsidence is highest near the coast and decreases inland, consistent with the predictions of Hyndman and Wang (1995) and Dragert et al. (1994). Our coseismic subsidence predictions for estuaries and marshes along this section of the central Oregon coast are 0.42 ± 0.06 m and 0.70 ± 0.10 m (mean with 95% CI) for recurrence intervals of 300 and 500 years, respectively. These coastal subsidence values coincide with those inferred from the A.D. 1700 event as well as previous Cascadia megathrust earthquakes (Witter et al., 2003; Leonard et al., 2010; Milker et al., 2016). Our model also predicts that coseismic subsidence decreases to ~0.2 m (or less) at 25 km east of the -20 km contour and likely decays to negligible values within 50-60 km (Fig. 8Biii). This zone of rapidly declining coseismic subsidence is consistent with the modeled downdip rupture width (measured east-west) for the A.D. 1700 event (Wang et al., 2013; Wang and Tréhu, 2016), although rupture length is likely complex owing to the ambiguous transition from a fully locked to freely slipping interface farther down the interface.

7. Discussion

By developing a method to extract information on local base level from the longitudinal profiles of steepland headwater catchments, a large portion of the landscape that is often eschewed can be exploited to make inferences on patterns of uplift rate and lithologic and climate variations. Debris flow valley profiles have the potential to reveal long-term uplift rates over 10^4 year timescales and are abundant throughout most tectonically active areas lacking significant glaciation. Our assumption of steady state (erosion balances rock uplift) is predicated on the notion that the morphologic patterns we observe result from the integration of landscape evolution accomplished over numerous climate intervals (such as interglacial-glacial cycles) rather than reflect the signature of transient adjustment. In this region, erosion rates for timescales exceeding those achieved with cosmogenic nuclides are lacking as thermochronology findings have proven to be ambiguous (e.g., Batt et al., 2002).

7.1. Morphologic signature of debris flow processes

Our morphologic erosion rate proxy represents curvature of slope-area data (defined by $a_1$) as originally proposed by Stock and Dietrich (2003), and the application to our study catchments confirms that the other two parameters ($a_2$ and $S_0$) exhibit minimal variance (Fig. 4). Our observation that $a_2$ varies with erosion rate supports the notion that hillslope angles are relatively insensitive to erosion rate, whereas downstream fluvial reaches track erosion (Ouimet et al., 2009; DiBiase et al., 2010). To determine whether our choice of a reference concavity value ($a_2$) influences our results, we conducted a sensitivity analysis by fitting several versions of the empirical slope-area function with extreme fixed $a_2$ values. Because $a_2$ ranges from 0.5 to 0.9 in our study group, we repeated our reference $a_2$ analysis using fixed values of 0.5 and 0.9 to test whether the spatial pattern of long-term uplift rate estimates change. The resulting $a_1$ values exhibited very similar patterns.
and our predicted erosion rates were unaffected, confirming the robustness of the reference $q_2$ approach. Nonetheless, the generality of our parameter estimates is unclear and we anticipate that climate and lithologic factors modulate process-form feedbacks. Importantly, the empirical model used here should not be confused with a process-based formulation (Dietrich et al., 2003) but rather serves as a convenient functional form whose parameters may be indirectly related to geomorphic process models.

Our analysis of debris flow valleys considers only the uppermost portion of the valley network where debris flows traverse and scour the valley floor. These slopes typically coincide with a scaling transition in slope and drainage area and are occupied by reaches where debris flow runouts and long-term fluvial features are observed (Stock and Dietrich, 2003). While previous studies proposed multiple power law scaling regimes (Lague and Davy, 2003; DiBiase et al., 2012), here we demonstrate that western Oregon watersheds exhibit a continuous (or curved) deviation from power law scaling rather than a discrete scaling break (Stock and Dietrich, 2003). Airborne LiDAR data sets are key for defining valley network form, although field observations will prove crucial for delineating the extent of fluvial and debris flow (or sometimes termed colluvial) regimes in valley networks (Stock and Dietrich, 2006; DiBiase et al., 2012).

Different means of debris flow initiation may contribute to varying morphologic signatures. Densely vegetated unchanneled valleys of the Pacific Northwest favor initiation via shallow landslides at discrete locations in the network (Dietrich and Dunne, 1978). By contrast, more arid settings, such as the San Gabriel Mountains, exhibit debris flows prompted by dispersed entrainment of unconsolidated colluvium in steep valley bottoms (Francie et al., 2014). The drainage network scale implications of these different mechanisms, however, remains unexplored. A theoretical (and parameter-rich) model for debris flow incision proposed by Stock and Dietrich (2006) stated that the transition in slope-area scaling arises because of the tendency for valley slope to adjust to the long-term frequency and efficacy of debris flow passage. Their model generates curved slope-area relationships owing to the following effects: (i) incision rate increases downvalley because (a) the increased frequency of debris flow events given that source areas increase with drainage area, and (b) the increasing length of debris flows via colluvial entrainment; and (ii) incision rates decreases downvalley resulting from (a) decreases in inertial normal stress at lower slope angles and (b) exposure of progressively stronger, less-weathered bedrock in valley bottoms (Stock and Dietrich, 2006). The combined influence of these processes and variables results in a morphologic signature consistent with the empirical model that we adopt here.

7.2. Uplift and the earthquake deformation cycle

The east-west long-term uplift trend that we observe is statistically significant, although suitable coastal catchments are relatively sparse owing to the increasing density of wide valley bottoms influenced by sea-level rise during highstands. Additionally, marine terrace remnants near the coast can disrupt the uniform valley-ridge morphology that is typical of inland catchments and reflect transient conditions. Meanwhile, the inland extent of our study region is limited by the current availability of high-resolution LiDAR data although the Oregon Department of Geology and Mineral Industries (DOGAMI) is currently acquiring data for the region. Thus, the eastern limit of LiDAR coverage currently precludes our estimates of long-term uplift rates from extending inland more than 25 km from the -20 km downdip contour of McCrory et al. (2004).

Furthermore, the -43.5° latitude of our transect corresponds with a proposed segment boundary along the Cascadia Subduction Zone marked by the landward continuation of the Blanco Fracture Zone (Porritt et al., 2011). Although some studies infer a structural transition (and thereby imply a unique earthquake regime) at this latitude, observations for the Gorda and Juan de Fuca plates do not exhibit systematic variations in seismic velocity with topography or tremor (Porritt et al., 2011). This finding also contradicts the hypothesis that topography in the coastal ranges developed via buoyancy and thermal effects and instead implicates sediment underplating as a more likely source of permanent uplift of the coastal ranges (Pavlis and Bruhn, 1983; Personius, 1995). Finally, the interseismic uplift field we use in this analysis is consistent with other profiles north of our study area, situated atop the Siletzia block (Burgette et al., 2009), supporting the regional relevance of our study area and results.

Defining the gradient of long-term uplift across coastal ranges like our western Oregon study area also invites examination of sea level fluctuations. For a catchment that subsides during a subduction zone earthquake, relative sea level rises and raises the local base level, possibly inundating previously incised valley floors. This would inhibit the ability of valley-forming processes to incise until interseismic uplift accumulates to a sufficient level. As a result, the uplift (and erosion) gradient that we infer perpendicular to the coast may be directly modulated by the proportion of the earthquake cycle during which valley bottoms and outlets are inundated and thus insulated from incision. Despite evidence indicating that the Oregon Coast Range has been experiencing long-term uplift since the Miocene, our results indicate that the rate of long-term uplift changes over relatively short distances in the absence of identifiable structures (Kelsey et al., 1996). Furthermore, interseismic uplift rates tend to change rapidly near the coast, indicating a significant gradient in strain accumulation along the subduction interface (Fig. 9).

Further inland, interseismic uplift rates appear to approach long-term rates, implying minimal surface elevation change during megathrust earthquakes in the eastern portion of the coastal ranges and the Willamette Valley (Fig. 9).

We compared our estimates of coseismic subsidence with previous measurements established from buried soils. Leonard et al. (2004, 2010) aggregated several estimates of coastal coseismic subsidence of buried marshes and found that coseismic subsidence ranged from 0 to 2 m along Cascadia. For marshes and estuaries that overlap with our study area, coseismic subsidence estimates are 0.46 ± 0.31 and 0.61 ± 0.32 m, respectively (Peterson and Darienzo, 1989; Darienzo and Peterson, 1990; Nelson et al., 1996, 1998). Our estimates of coseismic subsidence between zero and the -20 km contour, which approximates the coastline depending on latitude, are in agreement with these observed values. This correspondence occurs despite our adoption of several assumptions that simplify subduction earthquake dynamics. For example, Wang et al. (2012) provided a detailed description of the subduction earthquake cycle, where afterslip along the fault as well as viscoelastic relaxation of the mantle occur prior to relocking. Because a megathrust event and/or cycle has never been documented in Cascadia, it is difficult to determine spatial and temporal controls on coastal uplift. Based on historic megathrust events from other subduction zones, afterslip (or post-seismic slip) is believed to occur over timescales of months to years post-earthquake with fault locking occurring over the vast majority of the interseismic period (Wang et al., 2012). The interseismic uplift rates of Burgette et al. (2009) represented several decades of the current >300-year interseismic period, yet we assume these rates to be relevant over longer timescales as well as during other interseismic periods (Thatcher, 1984). While slip downwarp of the locked segment of the plate interface may be relatively consistent over time, this does not imply that coseismic and interseismic uplift exhibit characteristic behavior (Clague, 1997).

Our adoption of a characteristic earthquake model to predict coseismic subsidence does not contradict the well-studied earthquake history in the region (Atwater and Hemphill-Haley, 1997; Witter et al., 2003; Goldfinger et al., 2012). Rather, our subsidence model can readily be modified to explore what different recurrence intervals and uplift patterns imply about coseismic subsidence. The inland extension of coseismic subsidence has been difficult to estimate because of sparse and poorly preserved stratigraphic records. Our predictions provide a
simple, yet testable framework for reconciling tectonic deformation across highly diverse timescales.

8. Conclusions

Debris flow networks are ubiquitous and localized in mountainous settings, yet they have not been exploited to extract constraints on uplift and erosion. By adopting a previously proposed empirical function to characterize the curvature of slope-area data for debris flow networks, we show that the model parameters vary systematically in our central Oregon Coast Range study area. Consistent with the predictions of Stock and Dietrich (2003), the transition between hillslope and fluvial process regimes becomes sharper with increasing uplift rate, causing steep debris flow reaches to extend farther downstream in higher uplifting sites than slower ones. A power-law relationship between the parameter that describes this transition and erosion rate determined from cosmogenic nuclides enables us to map erosion (and uplift) for an east-west transect. Our results show increasing long-term uplift eastward that contrasts with interseismic uplift rates that decrease inland. We used a simple representation of the earthquake deformation cycle to couple these long-term and interseismic uplift estimates with Holocene earthquake recurrence interval estimates to predict the magnitude of coseismic subsidence. Our calculations generate subsidence values of 0.4 to 0.7 m near the coast, consistent with stratigraphic information, and show that subsidence (and the effect of earthquakes on vertical deformation) decreases inland over more than 25 km, which may reflect the downdip extent of the locked zone of the subduction zone interface.
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Fig. 9. Uplift and subduction zone earthquake deformation cycle. Schematic diagram of interseismic uplift (I) and coseismic subsidence (S) for two locations (one coastal and one inland) along a margin-perpendicular (or east-west) transect across the central Oregon Coast Range. Sawtooth time-series plots show reference bedrock (or surface) elevation change over the interseismic interval as solid lines and permanent uplift are shown by the black long-dashed line. Near the coast, interseismic uplift rates are high but long-term rates are low, indicating the dominant role of earthquake deformation on uplift. Inland, interseismic uplift is lower and long-term uplift is higher, resulting in minimal coseismic subsidence and decreased importance of earthquakes in vertical surface elevation changes.
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