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Abstract

The US social security system faces funding pressure due to the aging of the US population. Future social security benefits may be reduced or future taxes may be increased. This paper examines the welfare cost of social security reform and social security policy uncertainty under rational expectations and under learning. I develop two theories of bounded rationality called Life-cycle Horizon Learning (LCH) and Finite Horizon Life-cycle Learning (FHL). In both models, agents use adaptive expectations to forecast future aggregates, such as wages and interest rates. The expectations are updated each period as agents acquire additional information. This adaptive learning feature introduces cyclical dynamics along a transition path, which magnifies the welfare cost of changes in policy and policy uncertainty. I model policy uncertainty as a stochastic process in which reform takes place in one of two periods as either a benefit cut or a tax increase. I find the welfare cost of this policy uncertainty is equivalent to less than 0.2% of lifetime consumption for the cohort of agents most harmed in a standard, rational expectations framework. The welfare cost of policy uncertainty is larger in the learning models; the worst-off cohort in the Life-cycle Horizon Learning model would be willing to give up 4.75% of lifetime consumption to avoid policy uncertainty, and would be willing to give up 11.17% to avoid policy uncertainty and the cyclical dynamics introduced via learning.

*ecottle@uoregon.edu, https://blogs.uoregon.edu/erinhunt/
1 Introduction

“Uncertainty about Social Security’s future magnifies the anxiety that many Americans experience as they plan and prepare for retirement.”

- Commission on Retirement Security and Personal Savings
  Bipartisan Policy Center, June 2016

The aging of developed nations will strain unfunded pension systems like the U.S. social security system. The Old Age Survivor and Disability Insurance program (OASDI), commonly referred to as social security, is one of the largest transfer programs in the world, with total expenditures of nearly $922 billion in 2016. Social security provides benefits to 61 million people, the majority of whom receive retirement benefits. Social security’s cost has exceeded its tax income in each year since 2010 and the Social Security Administration (SSA) projects this relationship to extend through the long-term. The SSA Board of Trustees project that an immediate and permanent payroll tax rate increase of 2.76 percentage points (12.4 percent to 15.16 percent) or an immediate and permanent benefit cut of 17 percent applied to all current and future beneficiaries would be needed to insure sufficient tax revenue to cover promised benefits over the long-term (SSA, 2017).

Given the projected shortfall between social security tax revenues and promised benefits, reform seems likely. However, it is not clear if or when the government will act. The uncertainty regarding when and how social security will be reformed is interesting and economically important. A survey conducted by the American Life Panel in 2011 found that 56% of respondents are “not too confident” or “not confident at all” that the social security system will be able to provide them the level of benefits currently promised. Wariness in the government’s ability to pay benefits is decreasing in age, with 75% of respondents under the age of 40 reporting they are not confident they will receive benefits (47% “not too confident” and 28% “not confident at all”). Social security benefits are a major source of retirement income for many Americans, and uncertainty regarding future benefits could impact the savings decisions of current and future workers. The economy wide uncertainty regarding social security deficits and debt accumulation is also interesting, as rapid debt growth could strain the economy (see, for example, Davig et al. (2010)).

I explore the macroeconomic consequences of social security policy uncertainty in a general equilibrium lifecycle model. Agents’ expectations about future social security policy drive agent-level decision making. These decisions, combined with

---

1The RAND American Life Panel is a nationally representative, probability-based panel of over 6000 members ages 18 and older who are regularly interviewed over the internet for research purposes. This question comes from the 2011 survey Well-being ms179. More information about the ALP is available at alpdata.rand.org.
realized government policy, determine macroeconomic output and prices. The way in which agents form expectations has a large impact on both the short-run responses to changes in policy (or possible changes in policy) and the long-run level of capital and output in the economy. I consider rational expectations and adaptive expectations.

The rational expectations hypothesis is standard in macroeconomics and I develop a rational expectations model as the baseline for my analysis. I also relax the assumption of rational expectations and explore the consequences of agents using adaptive expectations in a model with an aging society and social security reform. One criticism of rational expectations hypothesis is that it requires that agents to possess more knowledge about the structure of the economy than any econometrician possesses about the actual economy. Models of adaptive learning relax that requirement, and allow for boundedly rational agents (Sargent (1993), Evans and Honkapohja (2001)). Models of adaptive learning produce more realistic dynamics that better fit observed data. Eusepi and Preston (2011) demonstrate that infinite-horizon learning amplifies technology shocks in an RBC model and creates more realistic dynamics. Branch and Mcgough (2011) show that a calibrated model with heterogenous beliefs (some agents are fully rational, others use N-step ahead adaptive learning) provides a closer fit to business cycle data than the RE baseline. Models of adaptive learning are also better able to match survey data on expectations (Branch (2004)), asset price volatility (Bullard and Duffy (2001), Adam et al. (2016)), and experimental data on expectation formation (Adam (2007) and Pfajfar and Santoro (2010)). Additionally, adaptive learning can be viewed as a robustness check to examine the stability properties of a rational expectations equilibrium (see Evans and Honkapohja (2001) and 2009).

In this paper, I introduce a two new frameworks for modeling bounded rationality. I call life-cycle horizon learning, and finite horizon life-cycle learning. I simulate the underlying demographic changes and the two policy changes that the SSA suggests would be sufficient to fund future benefits. I find the welfare cost of implementing a reform is much larger in the learning models, particularly in the life-cycle horizon learning model, compared to a model fully rational agents. Cohorts of agents alive before and after reforms can be negatively impacted by the cyclical dynamics adaptive expectations introduce into the model.

I also explore the consequences of policy uncertainty by modeling reform that can take place in one of two different dates and can take the form of a tax increase or a benefit cut. I find that the welfare cost of this type of policy uncertainty is small in the rational expectations model. The consumption equivalent variation that makes an agent indifferent between an announced policy reform or policy uncertainty (between four different options, tax increases or benefit cuts possible in two different periods) is at most 0.2% of lifetime consumption. I find that the welfare cost to be much larger for agents in a life-cycle horizon learning model. Agents who experience an announced policy change in a rational expectations framework would have to give up
4.75% of their lifetime consumption to be indifferent between announced policy in a life-cycle horizon model and policy uncertainty in a life-cycle horizon learning model.

I present the model in section 2; introduce Life-cycle Horizon Learning and Finite Horizon Learning in sections 3 and 4. The model is calibrated in section 5. Policy applications, including social security reform uncertainty are explored in section 6. Welfare analysis is in sections 7 and 8. Section 9 includes alternative modeling assumptions, and section 10 concludes.

2 Model

2.1 Households

Households live for \( J \) periods, choose asset allocation \( (a_j^t \text{ for } j = 1, \cdots J - 1) \) in the first \( J - 1 \) periods of life, and consumption \( (c_j^t \text{ for } j = 1, \cdots, J) \) in all \( J \) stages of life, to maximize utility, taking price, and government social security policy (tax rates \( \tau \), and benefit \( z \)) as given. Agents receive wage \( w_t \) for labor provided in period \( t \), and retire at date \( T \leq J \). The gross real return on savings in period \( t \) is given by \( R_t \).

Household’s maximize discounted expected lifetime utility (1) subject to period budget constraints (2). Here \( E_t^* (x) \) indicates the time \( t \) expectation of \( x \). The star indicates that the expectations need not be rational.

\[
\max_{a_{t+j-1}^j} E_t^* \sum_{j=1}^{J} \beta^{j-1} u(c_{t+j-1}^j) \quad (1)
\]

\[
c_{t+j-1}^j + a_{t+j-1}^j \leq R_{t+j-1} a_{t+j-2}^{j-1} + y_{t+j-1}^j \quad \text{for } j = 1, \cdots, J \quad (2)
\]

Here \( y_j^j \) indicates period labor income during working life and social security income after retirement:

\[
y_{t+j-1}^j = (1 - \tau_{t+j-1}) w_{t+j-1} \quad \text{for } j < T
\]

\[
y_{t+j-1}^j = z_{t+j-1}^j \quad \text{for } j \geq T
\]

The lifespan is certain and agents do not have a bequest motive, so they exhaust all of their resources in the final period of life.

\[
a_{t+j-1}^J = 0 \quad (3)
\]

The household first order conditions are:

\[
u'(c_{t+j-1}^j) = \beta E_t^*[R_{t+j}u'(c_{t+j}^{j+1})] \quad \text{for } j = 1, \cdots, J - 1 \quad (4)
\]
The agent (trivially) chooses to consume all of her resources in the final period of life, that is \( c_{t+j-1}^J = R_t + a_{t+j-2}^J + z_{t+j-1}^J \).

Labor is supplied inelastically and preferences are given as the standard constant elasticity of substitution function:

\[
\begin{align*}
    u(c) &= \frac{c^{1-\sigma}}{1-\sigma} \quad \text{if } \sigma \neq 1 \\
    u(c) &= \ln(c) \quad \text{if } \sigma = 1
\end{align*}
\]

### 2.2 Demographics

To start off the economy, I assume that in period zero, there are \( J \) cohorts who enter the economy with given asset holdings according to their age. I assume that the initial young enter the economy with zero assets, and all other cohorts enter with \( a_{j-1}^J \) for \( j = 1, \cdots, J-1 \). Successive cohorts enter the model with zero assets when they are young.

\( N_t \) indicates generation \( t \) and is given by number of young (i.e., the generation born) at time \( t \). The population grows at rate \( n_t \) such that

\[
N_t = (1 + n_t)N_{t-1}
\]

The population at any time \( t \) is the sum of all living cohorts. If the growth rate \( n \) is constant, the population can be expressed relative to the initial young or initial old:

\[
\sum_{j=1}^{J} N_{t+1-j} = \sum_{j=1}^{J} (1+n)^{1-j}N_t = \sum_{j=1}^{J} (1+n)^{J-j}N_{t+1-j}.
\]

### 2.3 Production

The consumption good in the economy (\( Y_t \)) is produced by single firm (or equivalently many small firms) using a constant elasticity of substitution technology that takes aggregate capital (\( K_t \)) and labor (\( H_t \))\(^2\) as inputs and produces the consumption good according to:

\[
Y_t = F(K_t, H_t) = K_t^\alpha H_t^{1-\alpha}
\]

\(^2\)Labor is supplied inelastically by all working cohorts, thus \( H_t = \sum_{j=1}^{J-1} (1+n)^{1-j}N_t \) which is less than the total population. Recall \( N_t \) is the number of young.
The parameter $\alpha$ measures the intensity of use of capital in production.\(^3\) Factor markets are competitive and capital and labor (hours worked) are paid their marginal products. The gross real interest rate $R_t$ is given by:

$$R_t = F_K(K_t, H_t) + 1 - \delta$$  \(6\)

where $\delta$ is the rate of depreciation. The wage rate $w_t$ is given by

$$w_t = F_H(K_t, H_t)$$ \(7\)

2.4 Government

The government runs a modified pay-as-you-go social security system. The government pays retirement benefits to the retired generations by taxing the working generations and by (possibly) issuing debt.

The pay-roll tax rate is $\tau_t$. The tax has two components, a baseline tax rate $\tau^0_t$, and a Leeper tax $\tau^1_t$ that responds to the level of government debt. Although actual social security taxes do not change based on government debt, a Leeper tax can be thought of as a way to capture legislative unease with increasing debt. I consider a Leeper tax of the following form:

$$\tau_t = \tau^0_t + \tau^1_t \left(\frac{B_t}{H_t}\right)$$ \(8\)

where $\tau^0 \in [0, 1]$ is the baseline tax rate when government debt is zero, $\tau^1 \geq 0$ is the incremental tax, and $B_t/H_t$ is government debt per labor hours. Notationally, a tax rate without a superscript ($\tau_t$) will refer to the entire pay-roll tax $\tau_t = \tau^0_t + \tau^1_t (B_t/H_t)$.\(^4\)

Social security benefits $z^j_t$ are paid according to a benefit earning rule:

$$z^j_t = \phi_t w_{t+T-j}.$$ \(9\)

where $z^j_t$ represents the benefit paid to a retiree of age $j$ in time $t$. The parameter $\phi_t$ is the replacement rate and shows how much of a workers’ wage-indexed average period earnings ($w_{t+T-j}$) are replaced by social security benefits.\(^5\)

\(^3\)I abstract from technological growth, although it is straightforward to incorporate this into the model. If technological process was included in the model, aggregate variables would grow at the rate $(1 + n)(1 + g)$ along the balanced growth path (if $g$ indicates the growth rate of technology). In all other regards, the model is identical.

\(^4\)The Leeper tax given by equation (8) leaves open the possibility of a total tax rate greater than one hundred percent if bonds levels are high or if $\tau^1$ is large (i.e., $\tau^0_t + \tau^1_t (B_t/H_t) > 1$, for large $B_t/H_t$ and/or large $\tau^1$). I avoid this by imposing the restriction $\tau^1$ is either the exogenous parameter value chosen by the economist, or the (smaller) parameter value such that $\tau^0_t + \tau^1_t (B_t/H_t) = 1$. In the policy experiments that follow, the majority of the tax burden will come from the baseline tax rate $\tau^0$, and the Leeper tax $\tau^1$ will be used only to calibrate a dynamically efficient steady state with positive bonds.

\(^5\)There is no technological growth in the model, so this roughly corresponds to the US system.
The government is not required to balance the social security budget. If social security taxes are less than social security benefits, the social security program runs a deficit. The time $t$ deficit is defined as the time $t$ social security benefits less the pay-roll tax revenue:

\[
\text{Deficit}_t = \sum_{j=T}^{J} N_{t+1-j} \phi_t w_{t+T-j} - H_t (\tau^0_t + \tau^1_t (B_t / H_t)) w_t
\]

Here $H_t$ indicating the working age population.

The government issuance of bonds is equal to the gross interest on outstanding debt plus the social security deficit from the previous period.

\[
B_{t+1} = R_t B_t + \sum_{j=T}^{J} N_{t+1-j} \phi_t w_{t+T-j} - H_t (\tau^0_t + \tau^1_t (B_t / H_t)) w_t
\] (10)

### 2.5 Markets

There are four markets: labor, capital, bonds, and goods. Prices adjust in equilibrium to ensure all markets clear.

Labor market clearing requires the total number of hours worked equal the labor input of the representative firm:

\[
H_t = \sum_{j=1}^{T-1} N_{t+1-j}
\] (11)

Asset market clearing requires that aggregate capital and bonds next period are equal to the savings of each cohort:

\[
K_{t+1} + B_{t+1} = \sum_{j=1}^{J} N_{t+1-j} a^j_t
\] (12)

Bond market clearing is ensured by the government’s flow budget constraint, reprinted below:

\[
B_{t+1} = R_t B_t + \sum_{j=T}^{J} N_{t+1-j} \phi_t w_{t+T-j} - H_t (\tau^0_t + \tau^1_t (B_t / H_t)) w_t
\] (10)
Goods market clearing requires that aggregate output is equal to aggregate consumption and aggregate investment. The goods market clears by Walras law. The goods market clearing equation is printed below for reference:

\[ F(K_t, H_t) = \sum_{j=1}^{T} N_{t+1-j}c_t^j + K_{t+1} - (1 - \delta)K_t \]

Along the balanced growth path, cohort size \( N_t \), labor hours worked \( H_t \), output \( Y_t \), capital \( K_t \), and bonds \( B_t \) all grow at rate \( n \). Therefore, it will be convenient to rewrite the market clearing equations (10) and (12) in per-hours terms by defining \( b_t = B_t/H_t \), and \( k_t = K_t/H_t \). I will refer to variables in per-hours terms as “efficient.”

The capital and bond market clearing equations can be written in efficient terms as:

\[ (k_{t+1} + b_{t+1})(1 + n_t) = \sum_{j=1}^{J} N_{t+1-j}a_t^j \]

\[ (1 + n_t)b_{t+1} = R_t b_t + \sum_{j=1}^{J} N_{t+1-j}\phi_t w_{t+T-j} - (\tau^0_t + \tau^1_t (B_t/H_t))w_t \]

### 2.6 Rational Expectations Equilibrium

**Definition 1** Given initial conditions \( k_0, b_0, a^1_{-1}, \ldots a^{J-1}_{-1} \), and an initial population \( \sum_{j=1}^{J} (1 + n)^{1-j} N_0 \) (where \( N_0 \) is the the initial cohort of young and \( n \) is the population growth rate), a competitive equilibrium is a sequences of functions for the household savings \( \{a^1_t, a^2_t, \ldots, a^J_t\}_{t=0}^\infty \), production plans for the firm, \( \{k_t\}_{t=1}^\infty \), government bonds \( \{b_t\}_{t=1}^\infty \), factor prices \( \{R_t, w_t\}_{t=0}^\infty \), and government policy variables \( \{\tau^0_t, \tau^1_t, \phi_t\}_{t=0}^\infty \), that satisfy the following conditions:

1. Given factor prices and government policy variables, individuals’ decisions solve the household optimization problem (1) and (2)

2. Factor prices are derived competitively according to (6) and (7)

3. All markets clear according to (11), (13), and (14)

There are \( J + 1 \) equilibrium equations, which hold for time periods \( t = 0, \ldots, \infty \). The equilibrium equations include the capital clearing equation (13), the bond market clearing equation (14), and \( J - 1 \) household first order conditions (15). These are
reprinted below:

\[(k_{t+1} + b_{t+1})(1 + n_t) = \frac{\sum_{j=1}^{J} N_{t+1-j}a_i^j}{H_t}\]  

\[(1 + n_t)b_{t+1} = R_tb_t + \sum_{j=1}^{T} N_{t+1-j}\phi_tw_{t+T-j} - (\tau_t^0 + \tau_t^1(B_t/H_t))w_t\]  

\[(R_ta_i^{j-1} + y_i^j - a_i^j)^{-\sigma} = \beta E_t[R_{t+1}(R_{t+1}a_i^{j+1} + y_{t+1} - a_{t+1}^{j+1})^{-\sigma}]\]  

for \(j = 1, \cdots, J - 1\)

Here \(y_i^j\) indicates period labor income during working life and social security income after retirement. Note that \(a^0 = 0\), and factor prices are given by (6) and (7).

The equilibrium definition above accommodates a time-varying population growth rate \(n_t\). In a steady-state, the growth rate of the population is constant. When the growth rate is constant, several terms can be written concisely by defining \(\nu = N_t/H_t = (\sum_{j=1}^{T-1}(1 + n)^{1-j})^{-1}\).

**Definition 2** The steady state is a collection \(\{k, b, a^1, \cdots, a^J\}\) that solves:

\[(k + b)(1 + n) = \nu \sum_{j=1}^{J} (1 + n)^{1-j}a^j\]  

\[(1 + n)b = R(k)b + \nu \sum_{j=1}^{J} (1 + n)^{1-j}\phi_tw(k) - (\tau_t^0 + \tau_t^1b)w(k)\]  

\[(R(k)a^{j-1} + y^j - a^j)^{-\sigma} = \beta [R(k)(R(k)a^j + y^{j+1} - a^{j+1})^{-\sigma}]\]  

for \(j = 1, \cdots, J - 1\)

with \(y^j = (1 - (\tau_t^0 + \tau_t^1b))w(k)\) for \(j < T\), \(y^j = \phi w(k)\) for \(j \geq T\), \(a^J = 0\), and factor prices \(R(k)\) and \(w(k)\) given by (6) and (7).

The equilibrium of the model is not unique; for many parameter combinations there are two steady states. The number of steady states depends on the model parameters and can be characterized by a saddle-node bifurcation. Chalk (2000) discusses the saddle-node bifurcation in a similar OLG model with government debt and physical capital.\(^6\)

The intuition of the bifurcation in this model is that as a given parameter changes (like the payroll tax rate \(\tau^0\) or the population growth rate \(n\)), it impacts the social security deficit or surplus. Suppose the model is calibrated such that two equilibria exist and thus two steady states exist. As the deficit increases (endogenously in response to a parameter change), this increases government debt and crowds out

---

\(^6\)See Azariadis (1993) (Chapter 8 and Chapter 20) for a discussion of saddle-node bifurcations in planar OLG models.
capital, pushing the two steady states closer together. At a critical value of the parameter, only one steady state exists; beyond that, deficits are too large, government debt is explosive, and no steady states (and no equilibria) exist.

In the exercises that follow, the model will be calibrated such that two steady states exist. I analyze the determinacy of equilibria by linearizing the model around a steady state and computing the eigenvalues of the linearized system (see Laitner (1990)). There are three predetermined variables in the model \((k, b, \text{ and } a^{J-1})\) and \(J-2\) free variables \((a^1, ..., a^{J-2})\). There are three possible cases. If three eigenvalues of the linearized system are less than one in modulus and the remaining \(J-2\) have modulus greater than one, the system is determinate. If more than three eigenvalues lie inside the unit circle, the system is indeterminate. If more than \(J-2\) eigenvalues lie outside the unit circle, the system is explosive. I have confirmed numerically that when two steady states exist, the steady state with higher capital is stable (determinate), and the lower capital steady state is explosive. I will focus only on the determinate solutions in this paper.\(^7\)

### 3 Life-cycle Horizon Learning

Under the rational expectations hypothesis (RE), households make optimal savings and consumption choices given their (rational) forecasts of future prices and policy. Households make decisions at age zero looking forward over their entire life cycle. These rational agents are fully forward looking, and consider every stage of the life-cycle when making decisions. Under RE agents know underlying equations that govern the economy and form expectations of future variables using the mathematical expected value.

This paper backs away from RE and proposes a learning model in which agents combine limited knowledge about the structure of the economy with adaptive forecasts for future macroeconomic aggregates. As a baseline, I consider agents who do not have perfect foresight of factor prices. Thus, agents do not know the future path of wages or interest rates over their life-cycle. Agents use adaptive expectations to forecast future prices, but behave optimally in all other ways. Agents update their forecasts as more information becomes available. I call this behavioral assumption Life-cycle Horizon Learning (LCH learning).

Under LCH learning, Households are forward looking and make optimal savings and consumption choices given their (adaptive) forecasts of future macroeconomic aggregates. Adaptive expectations may be viewed as a special case of adaptive learning suitable for non-stochastic models. The adaptive expectations assumption in this

\(^7\)Chalk (2000) also finds that the high capital steady state is determinate and the low capital steady state is explosive in a many-period OLG model with debt and capital.
paper is analogous to constant gain least squares learning in a model with random shocks (like a productivity shock). LCH learning is similar to infinite-horizon learning, developed in Marcet and Sargent (1989) and emphasized by Preston (2005 and 2006). The key difference is that infinite-horizon learning models are based on a representative agent who lives for an infinite number of periods. LCH learning applies the same forward looking behavior to finitely lived agents in an overlapping generations life-cycle model. LCH learning is similar to the model developed in Bullard and Duffy (2001), in which agents forecast inflation over a finite life-cycle and make optimal choices based on those forecasts. Throughout this paper, I assume homogenous expectations across agents.

Agents in the LCH learning model forecast wages and interest rates using adaptive expectations of the following form:

\[ w_{t+1}^e = \gamma w_t + (1 - \gamma) w_t^e \]  \hspace{1cm} (19)
\[ R_{t+1}^e = \gamma R_t + (1 - \gamma) R_t^e \]  \hspace{1cm} (20)

with \( \gamma \in (0, 1) \). Here \( w^e \) indicates expected wage, and \( R_t^e \) indicates expected interest rate. Agents also form expectations at time \( t \) of prices in period \( t+j \) for \( j > 1 \):

\[ w_{t+j}^e = w_{t,t+j}^e = w_{t+1}^e \]  \hspace{1cm} (21)
\[ R_{t+j}^e = R_{t,t+j}^e = R_{t+1}^e \]  \hspace{1cm} (22)

When the Leeper tax is non-zero (\( \tau^1 > 0 \)), then agents need to know future bond levels in order to estimate their after-tax pay. For simplicity, I assume that agents forecast bonds using the same adaptive learning rule they use to forecast prices.

\[ b_{t+1}^e = \gamma b_t + (1 - \gamma) b_t^e \]  \hspace{1cm} (23)
\[ b_{t,t+j}^e = b_{t,t+1}^e \] \hspace{1cm} (24)

Agents enter the model with knowledge of the previous period’s prices, bonds, and expectations. At any moment in time, all agents in the model have the same expectation for future prices and bonds. This assumption is equivalent to assuming agents inherit expectations from the previous generation. I consider alternative way for agents to forecast their income net of taxes in section (9).

LCH learning can be viewed as a small deviation from rational expectations in the sense that agents are still forward looking and only use a different rule to forecast future aggregates. Adaptive expectations plausible in a world in which the true data generating process is complex. Evans and Ramey show that by appropriately tuning the free parameters of the forecast rule agents can obtain the best forecast rule within a given class of underparameterized learning rules (Evans and Ramey (2006)). Adaptive expectations are optimal if agents think that capital follows and IMA(1,1) process. That is, expectations of the form given in Equation (19) are rational if the
change in capital has the following form $\Delta k_t = \epsilon_t + \theta \epsilon_{t-1}$ for shocks $\epsilon$ and parameter $\theta \in (0, 1)$. Agents using adaptive expectations is equivalent to agents believing that capital has a mixture of permanent and transitory shocks (See Muth (1960)).

In the baseline LCH learning model, agents have full knowledge of government policy. Agents know the future path of social taxes and the benefit replacement rate if there is no policy uncertainty. If future policy is stochastic, agents form expectations of future policy parameters using rational expectations. Agents know the finite set of policy parameters (and/or reform dates) and the relative probability of each. I relax this assumption and have agents learn about future government policy adaptively in section 9.

A young agent in the LCH learning model chooses first period savings and consumption and plans future savings and consumption to satisfy her $J - 1$ first order equations and her lifetime budget constraint. The young agent’s time $t$ plan of second period savings is denoted $a_{t,t+1}^2$. In the following period, her time $t + 1$ actual choice of second period savings is given by $a_{t+1}^2$. Her time $t + 1$ plan does not have to be consistent with her time $t$ choice. She can update her savings decision based on the new information she receives in period $t + 1$. Abstracting from policy uncertainty (assuming the path of taxes and social security benefit rates are predetermined), the young agent in time $t$ solves:

$$
(R_{t+j-1}a_{t+j-2}^j + y_{t+j-1}^j - a_{t+j-1}^j)^{-\sigma} = \beta R_{t+j}^e(R_{t+j}^e a_{t+j-1}^j + y_{t+j}^{e,j+1} - a_{t+j}^{j+1})^{-\sigma} \quad (25)
$$

for $j = 1, \cdots, J - 1$

with $y^{e,j+1}$ indicating expected period labor income or social security income

$$
y_{t+j}^{e,j+1} = (1 - \tau_{t+j})w_{t+j}^e \quad \text{for } j < T
$$

$$
y_{t+j}^{e,j+1} = \phi_{t+j}w_{t+j+T-j}^e \quad \text{for } j \geq T
$$

Similarly, an agent of age two solve $J - 2$ first order equations, for the remaining $J - 2$ periods of her life-cycle. In total, the $J$ cohorts alive in any period solve $\sum_{j=1}^{J-1} j = \frac{(J-1)J}{2}$ first order conditions. Together, the decisions of households of all ages, asset market clearing (13), and government bonds (14), and the expectation equations (19), (20), and (23), create a recursive system that governs the dynamics of the economy.

4 Finite Horizon Life-cycle Learning

This paper proposes an additional new learning model for finitely lived agents who form expectations over a short horizon (less than or equal to the length of their lifecycle) called Finite Horizon Life-cycle Learning (FHL). This learning model is
similar to N-step ahead optimal learning, developed by Branch et al. (2013). In both cases, agents make optimal choices based on their forecast of future prices (and potentially other macro variables) and their budget constraint over a finite horizon. Agents using FHL learning look forward for a fixed number of periods and make decisions based on this short-planning horizon. They update their choices each period as their planning horizon moves forward and they receive new information.

In order to solve the FHL model model, it is necessary to specify a terminal condition for asset holdings at the end of the planning horizon. When the planning horizon equals the end of the life-cycle, the terminal condition is simply that the agent dies without debt (and thus chooses optimally to die with zero assets). When the planning horizon is shorter than the life-cycle, it is less obvious what the terminal condition should be.

One simple alternative is to impose that assets are non-negative at the end of the planning horizon. Under this assumption, agents will choose to hold zero assets at the end of the planning horizon. This assumption drives the main results in the short-planning horizon literature and leads to time-inconsistent behavior (see Caliendo and Aadland (2007) and Park and Feigenbaum (2017)). This assumption is somewhat unsatisfactory, because agents treat periods beyond the planning horizon as if they did not exist. An alternative assumption is to have agents hold wealth at the end of the planning horizon. As a baseline, I assume that agents plan to hold the same amount of wealth at the end of the planning horizon that older cohorts held at the same age. Specifically, agents adaptively forecast the steady-state value of age-specific wealth at the end of their planning horizon.

As in the LCH learning model, agents using FHL learning forecast future factor prices and bonds according to (19) - (23). FHL learners also need to forecast a terminal wealth holding for the end of the planning horizon. I assume that agents forecast

$$a_{t,\text{terminal}}^{j,e} = \gamma a_{t-1}^{j} + (1 - \gamma)a_{t-1,\text{terminal}}^{j,e}$$

for $$j = 1, \ldots, J - 1$$

Here, $$a_{t,\text{terminal}}^{j,e}$$ is amount of asset an age $$j - 1$$ agent expects to hold at the end of the period when they are age $$j$$. This asset amount is based on the observed asset holding of age $$j$$ agents from last period, and the forecast from last period.

As an example, suppose the planning horizon length is three. That is, agents looks forward three periods when making decisions. A young agent chooses first period savings and consumption, and plans saving and consumption for period two
and three, using three first order equations and a terminal condition:

\[
(y^1 - a^1)^{-\sigma} = \beta R^{e}_{t+1}(R^{e}_{t+1} a^1_t + y^{e2}_{t+1} - a^{2}_{t,t+1})^{-\sigma} \quad (27)
\]

\[
(y^{e2}_{t+1} - a^{2}_{t,t+1})^{-\sigma} = \beta R^{e}_{t+2}(R^{e}_{t+2} a^2_{t,t+1} + y^{e3}_{t+2} - a^{3}_{t,t+2})^{-\sigma} \quad (28)
\]

\[
(y^{e3}_{t+2} - a^{3}_{t,t+2})^{-\sigma} = \beta R^{e}_{t+3}(R^{e}_{t+3} a^3_{t,t+2} + y^{e4}_{t+2} - a^{4}_{t,terminal})^{-\sigma} \quad (29)
\]

Older agents follow a similar pattern. Agents who have three or fewer periods of life remaining using the standard terminal condition \(a^J = 0\).

The FHL learning model can be written as a recursive system. The system includes the first order equations for the households, asset market clearing (13), and government bonds (14), and the expectation equations (19) - (23) and (26). For a planning horizon of length \(H\), there will be \(J - H\) terminal conditions and \(H(J - H) + \frac{H(H - 1)}{2}\) household first order equations. When the planning horizon is equal to the life-cycle, the system is identical to the Life-cycle Horizon learning model.

The shortest possible planning horizon is one. Agents who only look forward one period make their savings consumption decision based on their Euler equation, their budget constraint, and the assets they believe they need to hold at the end of the next period (the terminal condition). Branch et al. (2013) call this type of learning one-step-ahead optimal learning and compare and contrast it to Euler-equation-learning, a behavioral primitive in which agents do not explicitly consider their transversality condition. I plan to explore Euler equation learning in an OLG framework in future work.

5 Calibration

Agents enter the model at age 25 and live for six periods (\(J = 6\)). Each period is 10 years, and agents die with certainty at age 85. The capital share of income, discount factor, inverse elasticity of substitution, and depreciation rate are all set to standard parameter values. The total factor productivity parameter \(A\) is arbitrarily set to 10 (results do not depend on this assumption). For the majority of the exercises in this paper, the population growth rate is 0.01. The parameter values are listed in Table 1.

\[\text{See, for example, Branch et al. (2013). My discount factor } \beta \text{ is slightly closer to one and the depreciation rate is slightly higher. I choose the higher discount factor and depreciation rate to better match the size of tax increase necessary to ensure long-run solvency of social security.}\]
Table 1: Baseline parameters for 6 period model

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$ Capital share of income</td>
<td>$\frac{1}{3}$</td>
</tr>
<tr>
<td>$\beta$ Discount factor</td>
<td>$(\frac{1}{1+0.005})^{10}$</td>
</tr>
<tr>
<td>$\sigma$ Inverse elasticity of substitution</td>
<td>1</td>
</tr>
<tr>
<td>$\delta$ Depreciation</td>
<td>$1 - (1 - 0.10)^{10}$</td>
</tr>
<tr>
<td>$n$ Population growth rate</td>
<td>0.01</td>
</tr>
<tr>
<td>$A$ TFP factor</td>
<td>10</td>
</tr>
</tbody>
</table>

The SSA estimates the current ratio of social security beneficiaries to workers to be 0.35 (as of the 2017 Trustee Report). This ratio is expected to increase to 0.46 by 2035, and to 0.5 by 2095 under the medium cost assumptions. The increase in the ratio of beneficiaries to workers is driven by both increasing lifespans for retirees, and declining birthrates for working generations. I abstract from these details in the model, and capture all population changes using the growth rate $n$. For the majority of the exercises in section 6, I will choose $n$ such that the ratio of retirees to workers is 0.3 and then increases gradually to 0.485, as illustrated in Figure 1.

Figure 1: Ratio of beneficiaries to retirees. The red link in this graph illustrates the ratio of beneficiaries to retirees in the calibrated, six period model. The demographic change is modeled as a one-time reduction in the population growth rate $n$ from 0.1802 to 0.01. The yellow, blue, and green lines show the high, intermediate, and low cost projections of the ratio from the 2017 SSA Trustees’ Report. The model calibration closely tracks the intermediate assumptions from the SSA.
6 Applications

6.1 Announced Social Security Reform

The aging of society put pressure on the social security system. In the absence of reform, the government would be required to fund social security benefits by issuing debt. There is a limit to how much the government can borrow, even in a dynamically inefficient economy. I illustrate some of these dynamics in the following example.\(^9\)\(^10\)

Suppose that the government runs a social security program that generates a small surplus (government assets); however, as the population ages, the operating surplus changes to a deficit. The government continues to operate the same social security system which depletes the government assets and causes the government to accrue debt. After a number of periods, the government reforms social security by cutting benefits or raising taxes.

I calibrate this example to correspond to the US system. The initial population growth rate is \(n = 0.1802\) and falls to \(n = 0.01\). This generates a smooth transition in the ratio of retirees to workers from 0.3 to 0.485 after six periods (which is near SSA projections for 2035-2095). The initial policy mimics the current US system: the payroll tax rate is set to \(\tau^0 = 0.124\) and the benefit replacement rate is \(\phi = 0.4\). Reform is calibrated as either a tax increase to \(\tau^0 = 0.1516\), or a benefit cut to \(\phi = 0.332\). The SSA estimates these reforms would eliminate the funding shortfall in the social security system. In order to have a dynamically efficient economy with positive government deficits, the Leeper tax rate is set to \(\tau^1 = 0.04\) before and after reform.

Figure 2 plots the path of capital and bonds for this tax increase reform. The plot includes paths for an economy with Rational Expectations (in green), and for an economy with LCH Learning. Government debt increases before the reform takes place and then converges to the new higher steady state value. Debt is increasing since the government is running a deficit in the social security system. Debt would become explosive, were it not for the reform in period \(t = 7\). The reform is announced, so agents adjust their behavior before the reform date. Capital increases initially as saving goes up, and then falls to the steady state.

---

\(^9\)The government could also fund social security benefits using tax revenue from some other existing tax. For the sake of this paper, I will argue that diverting other federal tax dollars into the pension system is isomorphic to directly increasing social security taxes, and is thus reform.

Figure 2: Time paths for capital and bonds for RE (green) and LCH (yellow) for an announced tax increase. Demographic changes drive increasing debt until tax increase in period $t = 7$. The initial population growth rate is $n = 0.1802$, and falls to $n = 0.01$ in period $t = 0$. Initial government policy is $\tau^0 = 0.124$, $\tau^1 = 0.04$, and $\phi = 0.4$. The policy change increases $\tau^0$ to 0.1516. The red dashed lines indicate the steady state following the policy change. The gain parameter $\gamma = 0.35$ for this example.

Agents in the learning model overestimate the interest rate and underestimate the wage in the first few periods following the change in the population growth rate (which moves the economy away from the initial steady state). This is depicted in Figure 3.
Figure 3: Time paths for expected interest rates, wages, and government debt levels (blue lines), and realized interest rates, wages, and debt (yellow lines) in the LCH model with an announced tax increase. Agents overestimate the interest rate and underestimate the wage in the initial periods as they learn that capital and debt are increasing. Demographic changes drive increasing debt until tax increase in period $t = 7$. The initial population growth rate is $n = 0.1802$, and falls to $n = 0.01$ in period $t = 0$. Initial government policy is $\tau^0 = 0.124$, $\tau^1 = 0.04$, and $\phi = 0.4$. The policy change increases $\tau^0$ to 0.1516.

The agents in the learning model save more relative to the fully rational agents in the initial periods, since their estimate of prices and bonds is inaccurate. The savings choices of agents are depicted in Figure 4. The graphs of assets includes time $t - 1$ which are the steady-state values that correspond to the old population growth rate. Period $t = 0$ is the first period with the lower growth rate. Agents with rational expectations do not make (large) changes in their savings behavior if they know they will not be alive for the reform. This explains the spikes in savings along the rational expectations paths leading up to reform. The initial decline in savings along the RE paths are due to the changes in the capital and bonds.
Figure 4: Time paths for the savings accounts for RE (green) and LCH (yellow) models with an announced tax increase. Demographic changes drive increasing debt until tax increase in period $t = 7$. The initial population growth rate is $n = 0.1802$, and falls to $n = 0.01$ in period $t = 0$. Initial government policy is $\tau^0 = 0.124$, $\tau^1 = 0.021$, and $\phi = 0.4$. The policy change increases $\tau^0$ to 0.1516. The red dashed lines indicate the steady state following the policy change.

The agents in the model with learning over-save relative to the rational model, since they do not know future prices. Because the agents initially over-save, they are able to save less later in life relative to their plan from the first period. This is
evident in Figure 5 by comparing the young (age 1) agent’s planned asset holdings for future periods against the actual savings choice she makes when she reaches those periods. For the first several time periods, the agent’s planned savings are above the actual savings. The planned savings and actual savings of older agents follow a similar pattern.

Figure 5: This graph shows planned future savings of the period in blue, and actual future savings in yellow. The expectations (or plans) are made when the agent is young (age 1) in period \( t \). Demographic changes drive increasing debt until tax increase in period \( t = 7 \). The initial population growth rate is \( n = 0.1802 \), and falls to \( n = 0.01 \) in period \( t = 0 \). Initial government policy is \( \tau^0 = 0.124 \), \( \tau^1 = 0.04 \), and \( \phi = 0.4 \). The policy change increases \( \tau^0 \) to 0.1516.
6.2 Announced Change, Finite Horizon Life-cycle Learning

Agents using FHL learning only make decisions based on their forecasts over their short planning horizon. Agents forecast prices, bonds, and the assets they expect to hold at the end of the planning horizon. Overtime, agents learn the steady state values of each of these quantities. If agents’ estimates for the assets they’ll need at the end of the planning horizon are close to the rational expectations (steady state) values, they make relatively better decisions using a shorter planning horizon than using a longer horizon. This is because agents using a longer horizon forecast over more periods and can make larger mistakes. This is evident by comparing the transition dynamics of different planning horizon lengths in the FLH model for the a social security tax increase in response to a demographic shock. The fluctuations are larger for longer planning horizons and smaller for shorter planning horizons, as depicted in Figure 6. The Figure depicts the time path for capital and bonds for a tax increase. The time paths for asset holdings are display cyclical behavior, with the largest cycles associated with the longest planning horizon. As in the previous section, this policy experiment replicates the tax increase suggested by the SSA. The initial population growth rate is \( n = 0.1802 \) and rate falls to \( n = 0.01 \) in period zero. Initial government policy is \( \tau^0 = 0.124, \tau^1 = 0.04, \) and \( \phi = 0.4 \). The policy change increases \( \tau^0 \) to 0.1516.
Figure 6: Time paths for capital and bonds for RE (blue), LCH (yellow), and FHL (planning horizon 4: green, 3: red, 2: purple, 1: brown) for an announced tax increase. Demographic changes drive increasing debt until tax increase in period $t = 7$. The initial population growth rate is $n = 0.1802$, and falls to $n = 0.01$ in period $t = 0$. Initial government policy is $\tau^0 = 0.124$, $\tau^1 = 0.04$, and $\phi = 0.4$. The policy change increases $\tau^0$ to 0.1516. $\gamma = 0.45$ for all learning rules. The red dashed lines indicate the steady state following the policy change.

Agents in the FHL Learning model only respond to policy changes when the announced policy enters their planning horizon. Agents making one step ahead forecasts...
will not respond to announced policy until the period right before the change. Despite this fact, FHL leads to smaller aggregate fluctuations, since agents using a short planning horizon do not make inaccurate forecasts many periods into the future.

7 Welfare

7.1 Welfare Cost of Social Security Reform

The demographic changes and social security reforms proposed in the previous sections harm some generations and help others. I illustrate these effects by using a Consumption Equivalent Variation (CEV) measure. This CEV measure shows the percent of lifetime income that would have to be added to an agent in the initial steady state in order to be indifferent between the steady state and being born at a particular time along a particular transition path. A negative CEV indicates that the agent would have higher utility in the initial steady state. The CEV is calculated as:

$$\sum_{j=1}^{J} \beta^{j-1} u(c^{j,ss}(1 + \Delta)) = \sum_{j=1}^{J} \beta^{j-1} u(c_{t+j-1}^{j})$$

(30)

where $c^{j,ss}$ indicates age $j$ consumption in the initial steady state, $c_{t+j-1}^{j}$ is consumption of an agent with age $j$ in period $t+j-1$ along a given transition path, $u(c)$ is the period utility function as defined by (5), and $\Delta$ is the Consumption Equivalent Variation.

The initial steady state is used as a baseline for comparison to capture both the effect of the demographic changes and the social security reform. Note that the initial steady state consumption is not possible after the initial period because of demographic changes. It is used only as a reference point to compare the relative harm of the different learning rules. The welfare cost of an announced tax increase is presented in Figure 8 and the welfare cost of an announced social security benefit cut in period $t = 6$ is presented in Figure 7. In both examples the economy begins in a steady state with a ratio of retirees to workers of 0.3. In period zero, the population growth rate falls to 0.01, which leads the ratio of retirees to workers to increase to 0.485 over six periods to correspond with the aging of the US population. The baseline payroll tax rate is set to $\tau^0 = 0.124$ and the benefit replacement rate is $\phi = 0.4$. The benefit cut reform lowers the replacement rate to $\phi = 0.332$, which the tax increase reform increases the payroll tax to $\tau^0 = 0.1516$. Throughout both examples the Leeper tax rate is set to $\tau^1 = 0.04$ before and after reform.
Figure 7: Consumption Equivalent variation measure of the welfare cost of an announced social security benefit cut. The population growth rate is \( n = 0.1802 \) in the initial steady state and falls to \( n = 0.01 \) in period 0. This drives the need for social security reform. The original policy parameters are \( \tau^0 = 0.124, \tau^1 = 0.04, \phi = 0.4 \). In period \( t = 6 \), the benefit replacement rate falls to \( \phi = 0.332 \). The gain parameter \( \gamma = 0.35 \). The cost of the reform is highest (lowest CEV) for agents in the LCH learning model in period 10; agents in the initial steady state would have to give up 14.33% of their lifetime consumption to be indifferent between living in the initial steady and being born in period 7 in the LCH model.

The underlying demographic changes in these examples harm agents. The model is calibrated to dynamically efficient with a social security system about the size of the US system, as the norm in this literature. Slowing population growth makes the economy even more dynamically efficient, which lowers consumption (and welfare) for all generations.

The demographic changes combined with the benefit cut lower welfare for agents in all cohorts with all learning rules (and also in the RE model). The CEV for the final steady state compared to the initial steady state is -7.61% of lifetime consumption. That is, agents in the initial steady state would have to give up 7.61% of lifetime income to be indifferent between the initial steady state and being born in the final steady state. The welfare cost is greatest for generations born right after the social security reform. The CEV reaches a minimum of -9.14% in the RE model for the cohort born in period 8; and a minimum of -14.33% for the LCH model agents born in period \( t = 10 \). The welfare cost is decreasing in gain parameter \( \gamma \); if the gain is increased to 0.95, the minimum CEV is -12.42% and occurs in the LCH model for the cohort born in period \( t = 8 \). The timing of the welfare cost is also sensitive to the gain parameter, since larger gain parameters produce higher frequency cycles. The faster cycle moves the minimum capital stock a few periods ahead and thus the most harmed cohort is earlier.

Figure 8 depicts the CEV for the tax increase. The demographic changes combined with the tax increase lower welfare for all cohorts in the RE and learning models. The CEV in the final state is -10.20%, indicating agents in the initial steady state would have to give up 10.20% of their consumption to be indifferent between the initial steady state and being born in the final steady state. The welfare cost is largest in the LCH model for the cohort born in period \( t = 12 \). The CEV is -20.27% for this
cohort. The magnitude of CEV for the learning models is decreasing in gamma. If $\gamma$ is increased to 0.95, the min CEV is only -13.55% for the most harmed cohort.

Figure 8: Consumption Equivalent variation measure of the welfare cost of an announced social security tax increase. The population growth rate is $n = 0.18$ in the initial steady state and falls to $n = 0.01$ in period 0. This drives the need for social security reform. The original policy parameters are $\tau^0 = 0.124, \tau^1 = 0.04, \phi = 0.4$. In period $t = 6$, the payroll tax rate increases to $\tau^0 = 0.1516, \gamma = 0.35$ for this example. The cost of the reform is highest (lowest CEV) for agents in the LCH learning model in period 12; agents in the initial steady state would have to give up 20.27% of their lifetime consumption to be indifferent between living in the initial steady and being born in period 12 in the LCH model.

7.2 Welfare Cost of Learning

Agents using finite or life-cycle horizon learning don’t fully realize the impact of a policy change or other exogenous shock. It take the agents many periods to learn the new steady state values. Converge to the new steady state is slower in the learning models than the RE model. This section measures the welfare cost of the learning models relative to the rational expectations baseline. This welfare comparison will net out the cost of changing demographics and the change in terminal steady state values due to the new social security policy. By comparing consumption in the learning model to consumption in the RE model, this measures the cost of the learning directly.

As in the previous section, welfare is measured using a Consumption Equivalent Variation measure. Here, the CEV measure shows the percent of period income that would have to be added to consumer with rational expectations (in the RE model) in order to be indifferent between living in the RE world or living in the world with learning in the same cohort. A negative CEV indicates that the agent would have higher utility in the world with rational expectations. The CEV is calculated as:

$$\sum_{j=1}^{J} \beta^{j-1} u(c_{t+j-1}^{RE}(1 + \Delta_{RE})) = \sum_{j=1}^{J} \beta^{j-1} u(c_{t+j-1}^{L})$$

(31)

where $c_{t+j-1}^{RE}$ indicates age $j$ consumption in period $t + j - 1$ in the model with rational expectations, $c_{t+j-1}^{L}$ is consumption in the model with learning, $u(c)$ is the
period utility function as defined by (5), and $\Delta_{RE}$ is the Consumption Equivalent Variation.

Figures 9 and 10 show the CEV for the tax increase and examples (parameterized as in the previous sections). In contrast to the previous section, the CEV is not always negative. That is because here the CEV measures learning compared to rational expectations. After many periods, the learning models converge to the RE model, so the CEV converges to zero.

Figure 9 illustrates the welfare cost of the tax increase in the learning models relative to the RE baseline. The welfare cost is greatest for the tax increase in period $t = 12$ for LCH; agents in the RE model born in period 12 would be willing to give up 11.17% of their consumption to avoid being born in period 12 in the LCH model.\footnote{When $\gamma = 0.95$ the min CEV is -4.16\% and occurs for the cohort born in $t = 7$.}

![Figure 9: Consumption Equivalent variation measure of the welfare cost of an announced social security tax increase: learning models compared to RE. The population growth rate is $n = 0.18$ in the initial steady state and falls to $n = 0.01$ in period 0. This drives the need for social security reform. The original policy parameters are $\tau^0 = 0.124, \tau^1 = 0.04$, $\phi = 0.4$. In period $t = 6$, the payroll tax rate increases to $\tau^0 = 0.1516$. The gain parameter $\gamma = 0.35$. The cost of the reform is highest (lowest CEV) for agents in the LCH learning model in period 12; agents in the RE model would have to give up 11.17\% of their lifetime consumption to be indifferent between being born in the RE model in period 12 and being born in period 12 in the LCH model.}

Figure 10 illustrates the welfare cost or the benefit cut in the learning models relative to the RE baseline. The welfare cost is greatest in the LCH model for the cohort born in $t = 10$. Agents in the rational model would be willing to give up 6.40\% of their consumption to avoid living LCH world in the same time periods.\footnote{When $\gamma = 0.95$ the min CEV is -3.68\% and occurs for the cohort born in $t = 7$.}
Many cohorts benefit from the cyclical dynamics introduced via learning. Agents benefit when the capital stock is higher because the economy is dynamically inefficient. Consider 1-step-ahead FHL learning in the context of the social security benefit cut presented in Figure 10. Cohorts born prior to the reform and many cohorts born after the reform have higher utility in the FHL model than in the RE model. Indeed, the cumulative welfare gain across cohorts is positive. At first this may seem like a violation of the Welfare Theorems, but it is not. Bounded rationality does not present a Pareto improvement over the RE baseline. The learning dynamics improve the welfare for some agents who enjoy higher wages and higher consumption due to the increased capital stock from higher saving.

Markets exhibit a pecuniary externality in general equilibrium. Higher savings today raises capital and wages tomorrow. Agents can exploit this pecuniary externality in OLG economies, if they can coordinate behavior across generations. Feigenbaum et al. (2011) introduce the concept of “optimal irrationality” in OLG economies. They show that an irrational consumption rule always exists that can weakly improve upon the lifecycle/permanent-income rule in general equilibrium in a two-period model. They present a calibrated continuous time example with an escalating rule-of-thumb savings rule that increases welfare relative to rational expectations (for all but the first generation). They argue that policies that increase savings in a dynamically efficient economy can improve welfare for many (but not all) generations. The welfare gains to some generations in my model come from the same externality.

The majority of the welfare cost (or welfare gain) of living in a FHL or LCH learning model come from the general equilibrium changes in the capital stock, not from the individual forecast errors made by an agent. One way to measure this cost is to compute the life-cycle consumption for an infinitesimally rational agent who lives
in a learning model. For this argument, I will discuss LCH learning, but the same logic applies to FHL learning at any planning horizon.

Suppose a single rational agent is born in the LCH model. The rational agent understands that everyone else is using LCH learning, and she is also able to predict future prices with perfect foresight. She is such a small part of the market that her individual choices do not change prices. I calculate the consumption for this type of agent for every cohort along the transition path, and then compute the CEV that makes a fully rational agent in the RE model indifferent between the RE model and the consumption of the infinitesimally rational agent in the LCH model. I find that this CEV is very similar to the CEV for LCH compared to RE. The infinitesimally rational agent does slightly better than the LCH agent, but still has very different consumption than the full RE model because of the general equilibrium effects induced by the LCH savings. Figure 11 below plots the CEV for the infinitesimally rational agent compared to the RE baseline along with the CEV for the LCH agent compared to RE for the benefit cut reform. The CEV track each other closely.

Figure 11: Consumption Equivalent variation measure of the welfare cost of an announced social security benefit cut: LCH models compared to RE (yellow line), and the consumption of a rational agent within the LCH world (blue line). The population growth rate is \( n = 0.1802 \) in the initial steady state and falls to \( n = 0.01 \) in period 0. This drives the need for social security reform. The original policy parameters are \( \tau_0 = 0.124, \tau_1 = 0.04, \phi = 0.4 \). In period \( t = 6 \), the benefit replacement rate falls to \( \phi = 0.332 \). The gain parameter \( \gamma = 0.35 \). The CEV is similar for the LCH agent and for the rational agent living in the LCH world. The infinitesimally rational agent is effected by the general equilibrium effects of learning, but it able to predict future prices.

An alternative approach to measure the same effect is to compute the CEV that equates the utility of the infinitesimally rational agent with the utility of the LCH agent. The minimum CEV for this comparison is -2.1% for the benefit cut reform and -4.6% for the tax increase reform. The negative sign indicates that LCH agents are worse off than the rational agent living in a LCH world. The CEV improves after the initial cycle of the capital stock and is close to zero for many cohorts; along the tax increase path seven cohorts have a CEV greater than 1% in absolute value; along the benefit cut path, the CEV is greater than 1% in magnitude for three cohorts only. These CEV comparisons are decreasing in the gain parameter \( \gamma \). For a large gain parameter \( \gamma = 0.95 \), the min CEV for the tax increase is -1.9%; the min CEV for the benefit cut is -1.3%. In both cases, only two cohorts have a CEV below -1.0% when
the gain parameter is 0.95.

In the FHL model with 1-step-ahead forecasts, the min CEV comparing FHL to an infinitesimally ration agent is -0.46% for the benefit cut reform and -0.49% for the tax increase, when $\gamma = 0.35$. The magnitude for the other planning horizon CEV are similar.

The welfare cost of learning can also be explored in the context of a recession. Agents using LCH or FHL learning will fare worse during and after a recession than fully rational agents. This is because the learning agents will not anticipate the general equilibrium effects of the initial decline in production. An example recession is presented in Appendix B.

8 Welfare Costs of Policy Uncertainty

The policy changes of the previous sections are non-stochastic and announced. However, the future of the U.S. social security system seems difficult to anticipate. A growing body of research focuses on the welfare cost of this type of uncertainty. I calculate the welfare cost of policy uncertainty under RE and under LCH learning. To do this, I model government policy as an exogenous, stochastic process.

Let $\omega_t = (\tau^0_t, \tau^1_t, \phi_t)'$ describe the government policy parameters at time $t$. Suppose that the social security program will be reformed at some future date. The reform date falls within a known, finite set. Suppose that the realization of $\omega_{t+1}$ depends on $\omega_t$, and is contained in the finite set $\Omega$. Suppose also that each possible reform converges to a steady state (the path is non-explosive).

Let the probability of realizing a particular value of $\omega_{t+1}$ given $\omega_t$ be described by $\pi(\omega_{t+1}|\omega_t)$. Using this notation, the expected value in the household first order equations (4) can be written as:

$$u'(c_{t+j}^j) = \beta \sum_{\omega_{t+1} \in \Omega} \pi(\omega_{t+1}|\omega_t)R_{t+j}u'(c_{t+j+1}^{j+1}) \text{ for } j = 1, \ldots, J - 1$$ (32)

Introducing aggregate uncertainty to the model raises some concerns; a steady state wealth distribution will not exist in general in an OLG model with aggregate uncertainty (see Krueger and Kubler (2004) for a discussion). I overcome this problem by modeling aggregate policy uncertainty in a simple, stylized way. Policy uncertainty only exists for a small number of periods and policy reform can only be one of a small

---

13I follow Caliendo et al. (2016) and use the words “uncertainty” and “risk” interchangeably in this paper. All of the examples I will consider have known probabilities, and thus might be called “risky.”
number of policy options. These simplifications, combined with the calibration of the life-cycle as six periods, allow me to calculate the equilibrium paths for the economy with policy uncertainty.

Suppose that policy uncertainty take the following form: reform is possible in either date $S$, or in date $S + 1$. Within each period two reforms are possible, either a benefit cut or a tax increase. Thus, there are four possible paths for the economy. The probability of each path is $p = 0.25$. All agents in the economy know the four possible reforms and their relatively probability. I calibrate this example to correspond to the US system. The economy starts in a steady with a ratio of retirees to workers of 0.3 and with government policy: $\tau^0 = 0.124$, $\tau^1 = 0.04$, and $\phi = 0.4$. In period $t = 0$, the growth rate of the population falls to 0.01 leading the ratio of retirees to workers to grow, eventually reaching 0.485. The demographic change causes the social security system to run a deficit, which increases government debt.

Reform is calibrated as either a tax increase to $\tau^0 = 0.1516$, or a benefit cut to $\phi = 0.32$. The reform takes place in either date $t = 6$ or $t = 7$. The SSA estimates these reforms would eliminate the funding shortfall in the social security system. In order to have a dynamically efficient economy with positive government debt, the Leeper tax rate is set to $\tau^1 = 0.04$ before and after reform.

Before considering the welfare cost of reform, First consider the transition dynamics of the four possible equilibrium paths in the RE model. The four possible paths for the economy are identical up to period five. Agents in (or before) period five face the same uncertainty about future social security policy. This uncertainty is either fully or partially resolved in period six. Along the first two paths of the economy, agents observe that policy was reformed in period six (either as a tax increase or benefit cut). Uncertainty is resolved for these two paths. Along the other two paths, agents observe that policy was not reformed in period six, so they know reform will take place in period seven, but they do not which reform until the policy is realized. In period seven, all uncertainty is resolved, and all four paths are (potentially) different. There are two possible steady states for this example, the tax increase steady state and the benefit cut steady state. Both tax increase paths converge to the tax increase steady state; similarly, both benefit cut paths converge to the benefit cut steady state. The asset paths for this example are presented in Figure 12.
Figure 12: Transition paths for asset holdings in the RE model with policy uncertainty. Four reforms are possible. Either taxes are increased in period 6 (purple line), benefits are cut in period 6 (red/brown line), taxes are increased in period 7 (light blue line), or benefits are cut in period 7 (gold line). All four paths are identical until period 5. This is because all agents face the same policy uncertainty for the first five periods. This plot shows only the first 10 periods of the transition. The two possible steady states are indicated with red dashed lines.

This same policy uncertainty experiment is possible in the learning models; I will present results for the LCH model. Agents in the learning model do not know future
prices, they make decisions based on their adaptive expectations. In the initial few periods, following the change in the population growth rate, the LCH agents over-save compared to the rational agents because they are overestimating the interest rate. This drives up capital in the LCH model compared to the RE model. The LCH agents benefit from this higher capital stock (since the economy is dynamically efficient) and don’t have to save as much in the periods right before the policy reform. Following a policy reform, the paths of savings, capital and bonds are cyclical in the LCH model since agents are slowly updating their forecasts of prices and bonds.

Note, that all of the agents in the RE and LCH model know the policy process. All agents know the possible dates of reform, the new policy parameters, and the probability of each reform. All agents are forward looking (to the end of their lifecycle). The only difference is that the LCH agents forecast future prices and bonds adaptively, while the rational agents make fully rational forecasts. The paths of assets and capital for the LCH and RE models are presented together in Figures 13 and 14.
Figure 13: Transition paths for asset holdings in the LCH model and RE model with policy uncertainty. Four reforms are possible in each model. Either taxes are increased in period 6 (LCH: blue, RE: purple line), benefits are cut in period 6 (LCH: yellow, RE: red/brown line), taxes are increased in period 7 (LCH: green, RE: light blue line), or benefits are cut in period 7 (LCH: red, RE: gold line). The two possible steady states are indicated with red dashed lines. The benefit cut paths converge to a steady state with lower age 1 and 2 savings ($a_1$ and $a_2$) and higher age 3, 4 and 5 savings ($a_3$, $a_4$, $a_5$). The LCH paths are cyclical, while the RE paths converge to the new steady states quickly. The dynamics before the reform are driven by demographic change from period zero, and the forward looking behavior of agents anticipating reform.
8.1 Welfare Cost

The welfare cost of policy uncertainty is calculated in this section using two Con- 
sumption Equivalent Variation techniques. First, the utility of an agent who experi-
ences a given realization of the uncertain policy process (that is, they experience a 
vector of policy parameters over their lifecycle $\omega_t, \ldots, \omega_{t+J}$) is compared to the util-
ity of an agent who experience the same policy realization, but in a RE world with 
certainty (that is, the policy parameters $\omega_t, \ldots, \omega_{t+J}$ are anticipated). Kitao (2017) 
constructs a similar welfare measure to examine the welfare cost of policy uncer-
tainty (particularly when considering uncertainty over the timing and type of policy 
reform). Büttler (1999) uses a similar metric (although her model contains agent-level 
policy misperceptions rather than aggregate policy uncertainty). The CEV for policy 
uncertainty is calculated as:

$$\sum_{j=1}^{J} \beta^{j-1} u(c_{t+j-1}^{A,RE}(1 + \Delta_u)) = \sum_{j=1}^{J} \beta^{j-1} u(c_{t+j-1}^{A,u})$$

(33)

where $c_{t+j-1}^{A,RE}$ indicates age $j$ consumption in period $t + j - 1$ in the model with 
policy path $A$ and rational expectations and $c_{t+j-1}^{A,u}$ is consumption in the model with
learning and policy uncertainty where policy path A was realized. As before, \( u(c) \) indicates the period utility function, and \( \Delta u \) is the CEV for policy uncertainty.

The welfare cost of social security policy uncertainty is illustrated below in Figures 15 and 16. The figures depict the CEV for each of the four possible paths in the RE model (Figures 15) and in the LCH model (Figures 16). The calibration of this example is identical to example 14. Recall, the economy begins in a steady state with a high population growth rate. In period zero, the growth rate falls and the social security system begins to run a deficit. Bonds increase until reform is enacted and the economy converges to a new steady state associated with the particular reform. The four possible reforms are a benefit cut in period 6 or 7, or a tax increase in period six or seven.

![Figure 15: Consumption Equivalent variation measure of the welfare cost of policy uncertainty in the RE model. The welfare cost is constructed by comparing the utility of realized policy parameters of a given path with the utility of that same policy change in a perfect foresight, RE model. The CEV is show pictured for all eight possible paths: taxes are increased in period 6 (LCH: blue, RE: purple line), benefits are cut in period 6 (LCH: yellow, RE: red/brown line), taxes are increased in period 7 (LCH: green, RE: light blue line), or benefits are cut in period 7 (LCH: red, RE: gold line). A negative CEV indicates that an agent would have higher utility in a RE model without policy uncertainty. A positive CEV indicates that utility is higher in the uncertain model.](image)

The welfare cost of social security policy uncertainty for the RE model is small. The cost is the less than 0.2% of lifetime consumption for cohorts along all four paths. The welfare cost is largest (lowest CEV) for agents leading up to the reform. The initial cohorts benefit if the tax reform is a benefit cut, since they do not have to pay higher taxes and do not experience the benefit reduction in their lifetime. The agents born a few periods before and after the benefit cut are harmed because they receive lower benefits, but are not alive to experience the feedback effect of higher wages that result in the new steady state.

The welfare cost of social security policy uncertainty is much larger in the LCH model. The CEV comparing announced policy in the RE world to uncertain policy in the LCH world reaches a minimum of -10.52% for the cohort of agents born in period \( t = 12 \) for the earlier tax increase. This is because agents face policy uncertainty and they make errors in their forecasts of future aggregates. The welfare cost is larger for
the tax reforms than for the benefit reforms; the LCH agents who experience a benefit cut are at worst 4.5% worse off than rational agents with announced policy. Note, the welfare cost is sensitive to the gain parameter $\gamma$. The welfare costs are smaller when agents use a larger gain parameter, since they converge to the new steady state more quickly when the update their expectations more quickly. When $\gamma = 0.95$ the minimum CEV for any of the four LCH paths is -4.91%.

Figure 16: Consumption Equivalent variation measure of the welfare cost of policy uncertainty in the LCH model. The welfare cost is constructed by comparing the utility of realized policy parameters of a given path with the utility of that same policy change in a perfect foresight, RE model. The CEV is pictured for all four possible paths: tax increase in period 6 (blue), benefit cut in period 6 (yellow), tax increase in period 7 (green), or benefit cut in period 7 (red). A negative CEV indicates that an agent would have higher utility in a RE model without policy uncertainty. A positive CEV indicates that utility is higher in the uncertain model.

Figure 17: Consumption Equivalent variation measure of the welfare cost of policy uncertainty in the LCH model and RE model. The welfare cost is constructed by comparing the utility of realized policy parameters of a given path with the utility of that same policy change in a perfect foresight, RE model. The CEV is pictured for all eight possible paths: tax increase in period 6 (LCH: blue, RE: purple line), benefit cut in period 6 (LCH: yellow, RE: red/brown line), tax increase in period 7 (LCH: green, RE: light blue line), or benefit cut in period 7 (LCH: red, RE: gold line). A negative CEV indicates that an agent would have higher utility in a RE model without policy uncertainty. A positive CEV indicates that utility is higher in the uncertain model.

The relatively small welfare cost of policy uncertainty in the rational expectations framework that I find is consistent with work by other authors. Kitao (2017) finds the welfare cost of pension reform uncertainty in a model calibrated to the Japanese
economy to be 0.8%-1.5% of lifetime consumption.\textsuperscript{14} Caliendo et al. (2015) find the welfare cost of social security policy uncertainty to be 0.01% of lifetime consumption for an agent with average earnings.\textsuperscript{15} Part of the reason Kitao and I find larger welfare costs than Caliendo et al. is because Kitao and I both use a general equilibrium framework. Caliendo et al. use a partial equilibrium model, which misses the feedback effect of savings on future wages and interest rates. Bütler (1999) finds that the welfare cost of misperceived social security benefits is between 0-3.46% of lifetime income in a partial equilibrium model. Bütler’s results are not easily comparable to other papers, because agent beliefs are model consistent in her paper.\textsuperscript{16}

My analysis suggests that rational expectations models may understate the welfare cost of social security policy reform and the welfare cost of policy uncertainty. The life-cycle horizon learning model I propose is a small deviation from rational expectations in which agents maintain model consistent beliefs. Agents in the LCH model are still optimizing and they are still forward looking, yet the welfare cost of policy uncertainty is much larger. The welfare cost is driven mainly by the cyclical changes in capital stock that are introduced into the model by adaptive learning. The welfare cost for announced policy changes in the learning model is also large.

As an alternative measure of the welfare cost of policy uncertainty, consider the consumption equivalent variation that compares the lifetime utility of an agent in a LCH model who experiences a given realization of the uncertain policy process (that is, they experience a vector of policy parameters over their lifecycle \(\omega_t, \omega_{t+J}\)) is compared to the utility of an agent in a LCH model who experience the same announced policy realization (that is, the policy parameters \(\omega_t, \omega_{t+J}\) are anticipated). I will refer to this CEV measure as the “learning uncertainty” CEV.

\textsuperscript{14}Kitao constructs a CEV measure similar to the CEV used in this paper which compares utility of agents who experience a particular reform under uncertain with utility of agents who experience the same reform with certainty. She also compares reforms realized in later periods to the baseline of earlier reform (and finds CEV in the range of 2-3.5% of lifetime consumption). Finally, she also considers a CEV that compares the utility of agents who experience a particular reform with the utility of agents who experience the expected reform. Kitao finds similar magnitudes using both CEV measures.

\textsuperscript{15}The welfare metric developed in Caliendo et al. (2015) is not exactly the same as the CEV developed in this paper. Caliendo et al. consider a continuous distribution of policy reform dates and options. The CEV metric they construct compares the utility of agent endowed with expected wealth over all possible reforms who experiences the average (or expected) reform to the utility of an agent who faces uncertainty. The also perform heterogeneity analysis and find the welfare cost of social security policy uncertainty to be 2.39 times higher for the lowest earners when the policy is benefit cut, and 1.7 times higher for tax increase. The welfare cost for highest earners is 0.6 times the welfare cost for an average earning when the policy is a benefit cut, and 2.25 times higher for tax increase. These costs are still quite small, since \(2.39 \times 0.01 = 0.0239\).

The learning uncertainty CEV is calculated as:

$$\sum_{j=1}^{J} \beta^{j-1} u(c_{t+j-1}^{A,L} (1 + \Delta_u)) = \sum_{j=1}^{J} \beta^{j-1} u(c_{t+j-1}^{A,u})$$

(34)

where $c_{t+j-1}^{A,L}$ indicates age $j$ consumption in period $t+j-1$ in the model with policy path $A$ and LCH learning, and $c_{t+j-1}^{A,u}$ is consumption in the model with learning and policy uncertainty where policy path $A$ was realized. As before, $u(c)$ indicates the period utility function, and $\Delta_u$ is the CEV for policy uncertainty comparing learning to learning.

This learning uncertainty CEV measures the change in consumption that is the result of policy uncertainty, net of the changes in consumption due to learning. The learning uncertainty CEV is presented in Figure 18. The learning uncertainty CEV is smaller than the policy uncertainty CEV in Figure 17 because the learning uncertainty CEV compares the utility of agents in a LCH model with policy uncertainty to the utility of agents in a LCH model who experience announced policy changes. The baseline for the comparison is a learning model, which includes cyclical adjustments to the new steady state.

![Figure 18: Consumption Equivalent variation measure of the welfare cost of policy uncertainty in the LCH model.](image)

Figure 18: Consumption Equivalent variation measure of the welfare cost of policy uncertainty in the LCH model. The welfare cost is constructed by comparing the utility of realized policy parameters of a given path with the utility of that same policy change in a LCH model. The CEV is pictured for all four possible paths: tax increased in period 6 (blue), benefit cut in period 6 (yellow), tax increase in period 7 (green), or benefit cut in period 7 (red). A negative CEV indicates that an agent would have higher utility in a LCH model with announced policy (no uncertainty). A positive CEV indicates that utility is higher in the uncertain model.

The learning uncertainty CEV is positive for several cohorts following a reform enacted in period 7. This is because the possibility of facing reform in period 6 increases agent savings and drives up the capital stock in the model with policy uncertainty, relative to the model with announced tax increases. The accumulation of extra capital raises agent welfare, relative to the baseline. The maximum (positive) CEV is 4.97% and occurs in period 7. The cohort of agents born in period 7 in the LCH model with a tax increase in period 7 would need to have 4.97% added to their
lifetime consumption in order to be indifferent between their consumption, and the consumption of agents born in period 7 in a LCH model that had a 25% chance of a tax increase in period 6, a 25% chance of a tax increase in period 7, a 25% chance of a benefit cut in period 6, and a 25% chance of a benefit cut in period 7 (where the tax increase n period 7 was realized).

The learning uncertainty CEV is negative for a few early cohorts who are harmed by increased precautionary saving, and for a few cohorts following the reform who experience the bottom of the swing in the capital stock. The swings in state variables are larger in the uncertain model, and thus the welfare cost is larger. The min CEV is -4.75% occurs in period $t = 14$ for agents who are born after the tax increase in period $t = 6$. The minimum CEV along the other three paths is between -1.67% and -2.67%. As in the previous examples, the CEV is decreasing in magnitude in the gain parameter. The min CEV is -3.53% when $\gamma = 0.95$.

The learning uncertainty CEV are smaller in magnitude than the CEV that compares LCH policy uncertainty to RE announced policy. This is because the form compares the cost of uncertainty within a learning environment, while the later calculates the welfare cost of both learning and policy uncertainty relative to an RE baseline. The learning uncertainty CEV are closer in magnitude to the CEV that compares policy uncertainty in an RE model to policy certainty in an RE model, but the learning uncertainty CEV are still much larger. Recall, the CEV that compares policy uncertainty in an RE model to announced policy in an RE model is less than 0.2% of lifetime consumption. Thus, even though learning uncertainty CEV are quite small compared to the CEV measuring learning vs RE, the learning uncertainty CEV are much larger than the rational expectations welfare measures. The impacts of policy uncertainty on agent level welfare are magnified in a model with learning.

9 Robustness

9.1 Forecast tax burden

In main specification, agents fully understand the Leeper-tax and forecast government debt levels in order to estimate their upcoming taxes. I back away from that assumption in this section and assume that agents do not fully understand the tax system. Agents observe the total tax burden (rate) they face in the current period, and they use adaptive learning to forecast their future tax burden. They do not incorporate knowledge about the structure of the tax system. Agents continue to forecast social security benefits as the replacement rate $\phi$ times the expected wage at the time of retirement.

Agents in this framework understand that a fraction of their wage is taken by the
government every period, but they do not distinguish between the Leeper tax and the payroll tax. Agents are not forward looking with regard to tax changes. They are, however, forward looking with regard to social security benefit changes. This assumption will be relaxed in the next section.

Under this specification, agents forecast

\[ w_{t+1}^e = \gamma w_t + (1 - \gamma) w_t^e \] (35)
\[ R_{t+1}^e = \gamma R_t + (1 - \gamma) R_t^e \] (36)
\[ \tau_{t+1}^e = \gamma (\tau_0^t + \tau_1^t b_t) + (1 - \gamma) \tau_t^e \] (37)

with \( \gamma \in (0, 1) \). Forecasts many periods ahead are equal to the one-step-ahead forecasts: \( x_{t+j}^e = x_{t,t+j}^e = x_{t+1}^e \), for \( x = R, w, \tau \) and \( j > 1 \).

Agents do not respond to an announced tax change until after the change has been implemented. Savings of working-age cohorts increase as the policy is implemented, instead of before. Thus the welfare cost of learning (compared to the RE baseline) is larger in this specification than in the baseline learning model. For example, consider the same set-up as the announced policy change in section 6.1. The initial ratio of retirees to workers is 0.3. The ratio increases over six periods to 0.485 which causes the social security system to run deficits; capital falls and bonds increase until reform is enacted. Initial policy is \( \tau_0^t = 0.124 \), \( \tau_1^t = 0.04 \) and \( \phi = 0.4 \). Reform is calibrated as a payroll tax increase to \( \tau_0^t = 0.1516 \). This policy change is depicted in Figure 19 and the CEV is presented in figure 20.

Agents in the learning models do not respond to the tax increase until the period of the policy change. The swings in capital stock that follow the policy change are larger than in the baseline learning model when agents anticipate tax changes. The minimum CEV in the tax-forecasting learning model is in period \( t = 13 \). An agent born in period \( t = 13 \) in the RE model would be willing to give up 13.23% of lifetime consumption to avoid being born in the same period in the LCH tax-forecasting model. The minimum CEV in the bond-forecasting model is -11.35%. As with previous examples, the CEV depends on the learning gain and is smaller for larger gains. The gain for these examples was set to \( \gamma = 0.35 \).
Figure 19: Equilibrium paths for the rational expectations economy and learning economies that forecast the tax burden according to equation 37. The economy begins with a ratio of retirees to workers of 0.3; this falls to 0.485 over six periods. Social security deficits lead to an accumulation of government debt until taxes are raised in period $t = 6$. The RE path is shown in blue, LCH learning in yellow, finite horizon learning in green (for 4 period planning horizon), red (3), purple (2), and orange/brown (1-step-ahead).

Figure 20: Consumption equivalent variation paths learning economies that forecast the tax burden according to equation 37. The CEV is calculated according to 31. The economy begins with a ratio of retirees to workers of 0.3; this falls to 0.485 over six periods. Social security deficits lead to an accumulation of government debt until taxes are raised in period $t = 6$. The CEV for LCH learning is shown in yellow, finite horizon learning in green (for 4 period planning horizon), red (3), purple (2), and orange/brown (1-step-ahead). The welfare cost is greatest (smallest CEV) for LCH learning.

9.2 Forecast policy adaptively

As a final robustness check, suppose that agents do not anticipate any policy changes, but rather agents learn all policy adaptively. Agents forecast their tax burden $(1 - \tau_t)w_t$ and social security benefit, $z_t$ adaptively. Agents expect to receive the same social security benefit in both periods of retirement (which is consistent
with the actual policy process). They forecast social security benefits for the period in which they retire.

Agents forecast

\[ w_{t+1} = \gamma w_t + (1 - \gamma) w_t^e \]  
\[ R_{t+1} = \gamma R_t + (1 - \gamma) R_t^e \]  
\[ \tau_{t+1} = \gamma (\tau_t^0 + \tau_t^1 b_t) + (1 - \gamma) \tau_t^e \]  
\[ z_{t+1} = \gamma \phi_t w_t + (1 - \gamma) z_t^e \]

with \( \gamma \in (0, 1) \). Forecasts many periods ahead are equal to the one-step-ahead forecasts: \( x_{t+j} = x_{t+1} \), for \( x = R, w, \tau, z \) and \( j > 1 \).

Under this specification, agents in learning models do not respond to announced policy changes. They only respond to tax or benefit changes when they have been implemented. The welfare cost of tax changes is identical to the previous section. However, the welfare cost of social security benefit changes is larger. Using the set-up from the previous section, suppose the population growth rate is initial high, and then falls in period \( t = 0 \), leading to an accumulation of government debt until benefits are cut in period \( t = 6 \). The CEV is lowest in period \( t = 10 \) and equals -9.28%. This means an agent born in the rational model in period \( t = 10 \) would be willing to give up 9.28% of her lifetime income in order to avoid being born in the same period in a model where agents adaptively learn policy with a life-cycle planning horizon. In contrast, the minimum CEV in the baseline LCH model (where agents anticipate policy change and adaptively forecast prices and bonds) is -6.48%. The gain parameter for these examples was \( \gamma = 0.35 \). The welfare costs are smaller for a larger gain.

### 9.3 Sensitivity analysis

The qualitative results of this paper are sensitive to parameter choice. As a robustness check, I calibrated the model to be dynamically inefficient and ran similar experiments (raising taxes or lowering social security benefits). I parameterize a dynamically inefficient model by setting the discount factor \( \beta \) greater than one. This increases agents desire to consume in old age and drives up savings, and thus the capital stock. I use the parameterization of Bullard and Russell (1999): \( \sigma = 4.2 \), annual \( \beta = \left( \frac{1}{1-0.041} \right) \), \( \alpha = 0.25 \), and annual \( \delta = 0.1 \).\(^{17}\) Under this specification, agents in learning models still suffer relative to RE agents when facing demographic

\(^{17}\) My model does not compare directly to Bullard and Russell (1999) in two key ways; first I do not have stochastic survival probability, nor do I have endogenous labor choice. Thus, this calibration should be viewed as a robustness exercise only, and not an attempt to replicate Bullard and Russell (1999).
changes, policy changes, and policy uncertainty. However, the welfare cost of learning is much smaller. For example, the welfare cost that compares LCH to RE of an announced benefit cut in response to the demographic shock is less than 1% of lifetime consumption.

10 Conclusion

Demographic changes in the United States make future social security reform likely, as more beneficiaries are supported by each worker paying taxes. If the program is left unchanged, benefits will exceed tax receipts and the Social Security Trust Fund will be depleted by around the year 2034. The welfare cost to agents of social security reform is not limited to agents alive during the policy change. Using two new models of bounded rationality, I show that the welfare cost of announced policy changes can be quite large if there are general equilibrium feedback effects along the transition path.

I relax the rational expectations assumption and model agents who forecast future interest rates and wages adaptively. I model this in two main ways. First, I develop a model of Life-cycle Horizon Learning, in which agents make optimal decisions over their lifecycle, given their (potentially imperfect) forecasts of prices. Second, I model Finite Horizon Life-cycle Learning, in which agents plan over a shorter planning horizon and make optimal choices conditional on their forecasts and the assets they plan to hold at the end of their planning horizon.

The maximum welfare cost occurs along the transition path for the tax increase in the LCH learning model; agents born after the reform while the capital stock is depressed are worse off by up to 11% of lifetime consumption compared to agents in a fully rational model. The welfare costs of learning are not always negative; agents benefit when the capital stock is increased as the result of over-saving by the learning agents. This increase in welfare in a boundedly rational model is an extension of the “optimal irrationality” introduced by Feigenbaum et al. (2011).

The uncertainty regarding the future of social security is also economically interesting. Social security policy uncertainty is not terribly costly to agents in a rational expectations framework. Forward looking, rational agents are able to save and partially self-insure against the aggregate risk of unfavorable policy change. The greatest welfare cost of policy uncertainty in the rational model is equivalent to less than 0.2% reduction in lifetime income. I find that the maximum welfare cost to agents in a model with social security policy uncertainty is larger in a model with adaptive learning. The maximum welfare cost of policy uncertainty in the LCH model (compared to the LCH model with announced policy) is 4.75%. The CEV are significantly larger in the learning model than the rational expectations model.
Policy makers who use rational expectations models to predict the welfare effects of social security policy change will understate the cost of reform. To the extent that the learning dynamics are a realistic depiction of agent level behavior, the welfare costs of announced or uncertain social security reforms might be quite large. If agents are unable to predict the general equilibrium effects of a change in government policy, they will not be able to respond optimally. The results of this paper suggest that policy makers can help agents by announcing policy and also by explaining how the policy will impact wages and interest rates.

The learning models I develop in the paper include demographic changes and endogenous government debt. Several interesting questions that are beyond the scope of this paper can be addressed in this framework. I plan to explore the relationship between delaying social security reform, growing deficits, and explosive government debt in future work. The learning models developed in this paper provide an excellent framework to examine explosive debt that is not possible in a standard, rational expectations framework.
A Stability of REE under Learning

Determinacy is often used as an equilibrium selection device in rational expectations models with multiple equilibria. A complementary approach to selecting equilibria is to conduct stability analysis under learning. If agents’ (non-rational) expectations and forecasts converge to a rational expectations equilibrium (REE) in a model with learning, the REE is said to be stable under learning (see Evans and Honkapohja (2001)). Branch et al. (2013) show that the unique REE in an infinite-horizon Ramsey model is stable under N-step optimal learning. Similarly, I numerically verify that determinate REE in my model are stable under LCH learning and FHL Learning.

The stability under learning of the determinate REE in this model can be illustrated graphically. The dynamics of the learning model converge to the REE given arbitrary initial conditions near the steady state. Figure 21 illustrates this convergence in the LCH and FHL learning models, calibrated with $J = 6$ (six period lives) and parameters calibrated as detailed in section 5. The example begins with capital, bonds, assets (not pictured) and expectations of all of these things below the steady state values. Agents update their expectations as they receive more information and eventually learn the steady state values, which are indicated with a dashed red line. Agents overshoot the steady state initially. This pattern is observed in Evans et al. (2009).

Figure 21: This graphs shows convergence to a steady state for the Finite Horizon Lifecycle Learning model (FHL) and Life-cycle Horizon Learning model (LCH) with different planning horizons. The red dashed line indicates the steady-state. The initial values were chosen to be near the steady-state. The initial expectations were all set equal to the initial values. The top graph shows the path of capital; the bottom graph shows the path of bonds. The converge of the asset choices $(a^1, \ldots, a^5)$ follow a similar oscillating pattern.
Branch et al. (2013) find that longer planning horizons converge to the REE more quickly; and that agents make larger errors (and there are larger aggregate fluctuations) when the planning horizon is longer. I find a similar result; the fluctuations in the economy are greatest for life-cycle horizon learning and decrease as the planning horizon decreases.

B Recessions and Life-cycle Learning

The examples in the main text illustrate the welfare cost of life-cycle and finite-horizon learning in the face of social security policy changes. An alternative framework to view the welfare cost of learning is to simulate a recession and compare the lifecycle utility of agents in the RE model with the utility of agents in a learning model. I do this using the same CEV as defined in equation 31.

I simulate as recession as a surprise decrease in the TFP factor $A$. The recession is depicted in Figure 22 below. I model the recession as a one period reduction in the TFP factor from $A = 10$ to $A = 9.5$. The recession reduces output per worker by 5.56% and aggregate consumption by 6.70%. Agents in the RE model know that the recession is only one period. Agents in the learning models do not know the recession will end; they continue to forecast prices and bonds adaptively. The recession generates cycles in capital and bonds, as agents overshoot the steady state before converging. Note that converge back to the steady state is non-monotonic in the rational and learning models (see Azariadis et al. (2004) for a discussion of cycles in rational, multi-period OLG economies). The oscillatory dynamics are larger and last longer in the learning dynamics. The decrease in output and consumption are also larger in the learning models relative to the RE baseline.$^{19}$ The welfare cost of experiencing the recession in a model with learning compared to the same recession in the RE model is depicted in Figure 23. The welfare cost varies by cohort. The cost is greatest (smallest CEV) for agents born the period after recession in the LCH model. Agents born in period $t = 11$, following a recession in period $t = 10$, are worse off in the learning model by 1.42% of lifetime consumption. The largest welfare cost occurs after the recession due to the depressed capital stock in the learning model relative to the RE baseline.

---

$^{18}$During the Great Recession (2007-2009) output fell by 7.2% and consumption fell by 5.4%. The average post-war recession saw a decline in output and consumption of 4.4% and 2.1%, respectively. See Christiano (2017).

$^{19}$Eusepi and Preston (2011) show that adaptive learning in an RBC model creates dynamics that more closely match that data than a standard, RE model. They also show that the shocks required to generate a realistic recession are smaller in the model with learning.
Figure 22: Equilibrium paths for capital and bonds in an economy with a recession in period $t = 10$ that lasts for 1 period. The population growth rate is constant at $n = 0.01$, and social security policy is constant $\tau^0 = 0.1516, \tau^1 = 0.04, \phi = 0.4$. The recession is a surprise reduction in the TFP factor from $A = 10$ to $A = 9.5$ in period $t = 10$. The TPF factor is depressed for a single period, and the returns to the pre-recession level. In the learning models, the gain parameter $\gamma = 0.35$.

Figure 23: Consumption Equivalent variation measure of the welfare cost of a recession. The population growth rate is constant at $n = 0.01$, and social security policy is constant $\tau^0 = 0.1516, \tau^1 = 0.04, \phi = 0.4$. The recession is a surprise reduction in the TFP factor from $A = 10$ to $A = 9.5$ in period $t = 10$. The TPF factor is depressed for a single period, and the returns to the pre-recession level. In the learning models, the gain parameter $\gamma = 0.35$.

The welfare cost is greatest to the cohorts born the period after the recession in the LCH model since they experience lower consumption relative to the other generations. Consumption falls during the recession (period $t = 10$) and during the following for rational agents. The dip in consumption after the recession reflect the decision of agents to save as the economy recovers. Consumption also falls for learning agents during the recession. Since the learning agents adaptively forecast prices, they anticipate depressed wages and interest rates the following period, so they continue to consume less for several periods. This is depicted in Figure 24.
Figure 24: Path of consumption for the rational and learning models for a recession in period $t = 10$. Consumption falls the most during the recession for the 1-period ahead finite horizon learners (dark orange line). Consumption is depressed for many periods in the LCH learning model (yellow line, often very close to the green line). The population growth rate is constant at $n = 0.01$, and social security policy is constant $\tau_0 = 0.1516$, $\tau_1 = 0.04$, $\phi = 0.4$. The recession is a surprise reduction in the TFP factor from $A = 10$ to $A = 9.5$ in period $t = 10$. The TPF factor is depressed for a single period, and the returns to the pre-recession level. In the learning models, the gain parameter $\gamma = 0.35$.

The welfare cost of the learning depends on both the length and depth of the recession, as well as on the gain parameter $\gamma$. If the recession were three periods rather than one, the greatest welfare cost would be 3.26% of lifetime consumption (compared to 1.42% for a one period recession). Similarly, if the recession is deeper and the TFP factor falls from $A = 10$ to $A = 9.1$ instead of $A = 9.5$, the largest welfare cost of a one period recession is 2.19% of lifetime consumption. In all three cases, the largest welfare cost occurs under LCH learning for the cohort of agents born after the recession. The welfare cost also depends on the gain parameter $\gamma$. When the gain parameter is larger, the welfare cost is also larger. This is because agents place more weight on recent data when the gain parameter is high, and so they expect prices to be more depressed following a one period recession than agents using a smaller gain. The minimum CEV for LCH agents experiencing a one period recession is 1.09% of lifetime income for a gain parameter of 0.15, and is equal to 0.47% of lifetime income for a gain of 0.95.
C  Response to announced policy, FHL Learning

Agents in the FHL Learning model only respond to policy changes when the announced policy enters their planning horizon. Agents making one step ahead forecasts will not respond to announced policy until the period right before the change. This is illustrated by a simple example in Figure 25. The economy starts off in a dynamically efficient steady state with government debt and a social security system that runs a small surplus. Payroll taxes are increased and benefits are cut in period $t = 6$. This policy change burdens all generations, as take-home pay and social security benefits are lower. The response of young agents is visible in the path of age one savings $a^1$ on the top of Figure 25. Young agents with a life-cycle planning horizon (that is, they look forward five periods to the end of the life-cycle), increase their savings in period $t = 1$, since they will experience the benefit cut in their old age. Agents with a planning horizon of four periods do not respond until period $t = 2$, when the policy change is four periods away. You agents with a planning horizon of one don’t increase their savings until period $t = 5$, despite the fact that the policy change was announced prior. The savings choices of agents at model ages two-five are also included in the figure. Agents of model age five (which is calibrated to be age 75) do not respond to the announced policy until one period ahead, regardless of the planning horizon. These agents do not change their old age savings earlier because they will not be alive to be bothered by the policy change.
Figure 25: Transition paths for asset holdings for the FHL learning model with different planning horizons. The economy starts off in a steady state; in period \( t = 6 \) taxes are raised and benefits are cut. Agents do not respond to the announced policy change until it enters their planning horizon. The figure only includes the first few time periods, to show the earlier responses of longer planning horizons. The age 5 savings choice \( a_5 \) does not change until one period before the policy change. This is because agents do not choose \( a_5 \) until the second to last period of their life when their planning horizon is only one period ahead.
D Note on golden rule

The golden rule level of capital maximizes consumption of all generations and occurs when $R = (1 + n)$ in this model.

$$k_{gr} = \left( \frac{\alpha}{n + \delta} \right)^{\frac{1}{1-\alpha}}$$

The consumption profile is smooth over the lifecycle if $R = \beta^{-1}$. This is not the case in general. $R = \beta^{-1}$ if

$$k_{smooth} = \left( \frac{\alpha}{\beta^{-1} + \delta - 1} \right)^{\frac{1}{1-\alpha}}$$

Thus, the golden rule level of capital corresponds to the level of capital such that $R = \beta^{-1}$ (and the lifecycle consumption profile is constant) when $n = \frac{1-\beta}{\beta}$.

The social security program crowds out capital and can be set at a level to ensure $k = k_{gr}$, or $k = k_{smooth}$; it’s less clear why a planner would want the latter.
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