Controls on the seasonal deformation of slow-moving landslides
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1. Introduction

Slow-moving landslides cause significant erosion, regulate hill-slope angles and topographic relief, and are a principle geologic hazard that damages infrastructure. These slope failures are driven by hydrologic forcing and typically respond to precipitation (i.e., accelerate) over seasonal time scales through increased pore-water pressure and reduced effective normal stress along basal shear zones (Terzaghi, 1950). Quantifying the interaction between precipitation and landslide mobility is essential for characterizing the role of landslides in landscape evolution and hazard mitigation. Slow-moving landslides are found in diverse climatic and geological settings, and when examined in detail, do not exhibit straightforward relationships between precipitation, topographic slope, and velocity; yet, they frequently exhibit a seasonal pattern of acceleration and deceleration (Iverson and Major, 1987; Coe et al., 2003; Hilley et al., 2004; Calabro et al., 2010; Scheingross et al., 2013). These slope failures accelerate within days to months after the onset of rainfall and decelerate into the dry season, with some coming to a halt. Periods of acceleration are correlated with increasing pore-water pressures caused by infiltration of precipitation, whereas periods of deceleration are typically correlated with decreasing pore-water pressures caused by drainage, and, potentially from dilation of the shear zone material (Iverson and Major, 1987; Coe et al., 2003; Iverson, 2005; Schulz et al., 2009). There is ample evidence from laboratory experiments (Iverson et al., 2000; Moore and Iverson, 2002) and numerical models (Iverson, 2005) to support the occurrence of shear zone dilation, but field evidence is limited (Schulz et al., 2009). Mechanical–hydrologic feedbacks facilitate seasonal sliding that can persist for hundreds or even thousands of years (Bovis and Jones, 1992; Mackey et al., 2009; Rutter and Green, 2011; Coe, 2012), although slow-moving landslides can sometimes fail catastrophically without warning (Petley et al., 2002).

Numerical models and field-based measurements suggest that substantial transient pore-water pressure fluctuations, which decrease effective stress and thus the frictional resistance to sliding, are transmitted from the surface to depth in the vertical direction and are well described by a one-dimensional linear diffusion equation (Iverson and Major, 1987; Haneberg, 1991; Reid, 1994; Iverson, 2000; Berti and Simoni, 2010, 2012). According to these
models, the minimum time in which ‘strong’ pressure change occurs is \( T_D = Z^2/D_0 \), where \( Z \) is landslide depth below the water table and \( D_0 \) is characteristic hydraulic diffusivity (Iverson, 2000; Coe, 2012). Calculated values of \( T_D \) can serve as a first-order approximation of the pore-water pressure response time. As a result, this simple and frequently used theoretical framework for modeling hydrologically driven changes in landslide velocity suggests that in areas where climate, hillslope angles, and regolith properties are relatively uniform the landslide response time, or the time between the onset of precipitation and landslide acceleration, should scale with the square of landslide depth. Using field-based estimates of hydraulic diffusivity and shear zone depths typical of slow-moving landslides, this model predicts landslide response times to be on the order of days to years. And, in fact, several studies (e.g., Iverson and Major, 1987; Coe et al., 2003; Hilley et al., 2004; Calabro et al., 2010) have documented timescales that are consistent with this range of expected landslide responses.

Iverson and Major’s (1987) seminal study of the Minor Creek slide, Northern California, was the first to demonstrate the dominant role of pore-water pressure diffusion in controlling the response of a slow-moving landslide. They found that a simple linear diffusion model could account for the attenuation and phase lag observed in their piezometers, and that landslide acceleration was correlated with a pore-water pressure threshold located at intermediate depths within the slide. Subsequent studies have also found that application of a simple diffusion model can account for the hydrologic response of landslide colluvium (e.g., Haneberg, 1991; Reid, 1994; Berti and Simoni, 2010, 2012). However, no studies have tested how a one-dimensional diffusion model can account for the dynamics of multiple landslides in the same climatic, tectonic, and lithologic area because direct observation of landslide dynamics and hydrologic conditions are often expensive, highly localized, short-lived, and limited to individual landslides in diverse settings.

Simple, homogeneous one-dimensional diffusion models provide a readily accessible, physically-based framework for understanding the hydrologic mechanisms that drive landslide dynamics, but the applicability of these models has not been broadly tested (Berti and Simoni, 2010). One-dimension diffusion models do not account for discontinuous unsaturated zones, heterogeneous hydraulic properties, surface ponding, or spatial and temporal variations in preferential flow. Landslide hydrology is further complicated by mechanical–hydrologic feedbacks such as shear zone dilation and the development of deformation cracks, which require significant parameterization in order to be incorporated into models (Iverson, 2005; Krzeminska et al., 2013). Deformation cracks are pervasive in clay-rich, slow-moving landslides due to stresses induced by irregular basal topography and changes in deformation (Coe et al., 2009; Krzeminska et al., 2013), yet their effect on landslide behavior is not well understood. These features may have a dual role in affecting landslide stability, in that they facilitate rapid pore pressure transmission to the shear zone as well as increase the drainage efficiency of moving slides (Krzeminska et al., 2013). Currently, there is a lack of spatially explicit data and calibrated models to illustrate how these deformation–hydrology feedbacks influence slow-moving landslides.

Remote sensing techniques have greatly improved our ability to quantify deformation of the earth’s surface and provide data with high temporal and spatial resolution. Interferometric synthetic aperture radar (InSAR) can measure mm-scale surface deformation and is a powerful tool for studying a variety of phenomena such as earthquakes (Fialko et al., 2001), volcanoes (Wicks et al., 2002), glaciers (Rignot et al., 2004), land subsidence (Schmidt and Bürgmann, 2003), and landslides (Hilley et al., 2004; Roering et al., 2009; Calabro et al., 2010; Zhao et al., 2012). Previous studies using InSAR in the Eel River catchment have documented multiple active landslides that span an order of magnitude in size and velocity (Roering et al., 2009; Zhao et al., 2012), but these studies did not systematically assess potential linkages between landslide size, depth, and response time.

Here, we use InSAR to construct deformation time series between February 2007 and January 2011 for an inventory of 10 active landslides in the Eel River catchment, Northern California (Fig. 1). Because these slides have similar slope angles and occur within the same tectonic, lithologic, and climatic setting, we are able to analyze the extent to which their collective behavior is consistent with a commonly used one-dimensional diffusion-driven hydrologic model. We explore the relationship between response time and landslide depth derived from field observations, DEMs, and locally-derived scaling relationships. Contrary to model predictions, our data show that slide response to seasonal precipitation is remarkably similar despite a five-fold variation in landslide depth. Our findings challenge and potentially contradict assumptions made in many landslide models that are used for landscape evolution and hazard assessment, and encourage reevaluation of mechanical–hydrologic mechanisms that control landslide dynamics.

2. Slow-moving landslides, Eel River, Northern California

The Eel River catchment is notable for deep-seated, slow-moving slope failures that are induced by highly seasonal pre-
cipitation, weak mélangé lithology, and high rates of rock uplift (Kelsey, 1978; Mackey and Roering, 2011). Average annual precipitation is 1.4 m, most of which falls between October and April. The Coast Range is underlain by the Franciscan mélangé, a Jurassic-Cretaceous accretionary prism complex that is highly sheared. Our study area lies within the Central Belt of the Franciscan mélangé, which is comprised of a mélange matrix surrounding blocks of coherent sandstone, meta-basalt, blueschist, meta-sandstone, and shale (McLaughlin et al., 2000).

The northern Coast Range of California has been tectonically active since the Miocene, largely shaped by the northward migration of the Mendocino Triple Junction (MTJ). Models and geomorphic evidence predict that migration of the MTJ creates a zone of rapid rock uplift, that moves north at 5 cm/yr (Furlong and Govers, 1999; Lock et al., 2006). The resulting uplift gradient influences landscape organization through drainage reversal (fish-hook streams) and river capture (Fig. 1) (Lock et al., 2006). Uplift rates are not well constrained in our field area, but Lock et al. (2006) estimate rates between 0.5 and 1 mm/yr, which is consistent with erosion rates between 0.6 and 1.1 mm/yr derived from suspended sediment data (Wheatcroft and Sommerfield, 2005) and in-situ cosmogenic radionuclides analyzed from stream sediments (Balco et al., in press).

Owing to the persistent activity of slow-moving landslides, the region features relatively low relief, low gradient slopes (average slope <20°), and high erosion rates (0.9 mm/yr) (Wheatcroft and Sommerfield, 2005; Booth and Roering, 2011). Landslides in this region, which occupy a relatively small percentage of the total landscape (~10%), contribute a disproportionately large percentage of the regional erosion rate (Swanson and Swanston, 1977; Kelsey, 1980; Kelsey et al., 1995). Mackey and Roering (2011) found that active landslides connected to channels occur in only 6% of our field site and account for ~50% of the regionally-averaged denudation rate. Although the role of slow-moving landslides in modulating topographic relief and delivering large boulders to channels has been explored (Booth and Roering, 2011; Booth et al., 2013), less is known about what controls their seasonal dynamics or their potential for catastrophic failure.

We analyzed 10 of these slow-moving landslides, often referred to as earthflows, which exhibit plug flow deformation above narrow shear surfaces (Iversen, 1986; Swanson and Swanston, 1977; Simoni et al., 2013). Each landslide has distinct kinematic zones (e.g., source, transport, and toe) and classical hummocky topography signaling recent movement across much of the terrain (Fig. 2). These failures have areas ranging from 0.16 to 3.1 km2 and average slope angles of 12 ± 3°. From historical air photos, average landslide velocities since the 1960s are 0.2 to 4.2 m/yr and these rates do not appear to vary systematically with landslide size, depth, or average slope (Mackey and Roering, 2011). Analysis of pre-historic landslide rates using meteoric 10Be shows that the Kekawaka 2 landslide has experienced movement for at least 150 years, indicating that these features can sustain perpetual movement for long periods of time (Mackey et al., 2009).

3. Methods

3.1. InSAR

To quantify the seasonal behavior of these 10 landslides, we produced 165 differential interferograms between February 2007 and January 2011 using data acquired by the PALSAR instrument on the ALOS-1 satellite. PALSAR operates with an L-band antenna (23.5 cm) and a 46-day repeat interval. There is a data gap over the summer of 2008 due to large perpendicular baselines, making surface deformation unresolvable during this time. Interferograms were processed using the Repeat Orbit Interferometry Pack-
Fig. 2. Time-averaged (2007–2011) downslope velocity draped over shaded relief maps derived from lidar (1 m grid) and 10 m grid. Line-of-sight velocities are projected downslope for each slide using the local slope and azimuth. Color scales were chosen to highlight kinematic zones, not to display the full extent of velocity (i.e. red pixels are $\geq$ the maximum listed value). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

WY2009, and WY2010. We exclude the WY2010 response time for the Db1 slide (which was 77 days) because that time span is poorly constrained with the InSAR data for that slide; and since Db1's response time is identical to the 9 other slides for WY2008 and WY2009, we are confident the anomalous response is due to an error in the WY2010 data, rather than a valid slide response. Precipitation data was provided by NOAA and was collected at Richardson Grove State Park, Garberville, CA which is $\sim$30 km west of our field area (Fig. 1). We define the onset of seasonal precipitation as the first rainfall event of the water year and the onset of acceleration is delineated as the first SAR acquisition where there is a positive change in velocity after the onset of rainfall.

4. Results

We analyzed 10 landslides that have areas ranging from 0.16 to 3.1 km$^2$ and estimated average depths that vary from 8 to 40 m (Fig. 2). Each of the landslides exhibits a zone of rapid movement in the central region of the slide, termed the transport zone. Transport zone velocities increased in the wet season and decreased in the dry season for each of the 10 landslides and the landslides exhibited continuous movement throughout the monitoring period (Fig. 4). In agreement with the historic record of landslide velocities in this region from air photos, our InSAR data indicate that the average downslope velocity varied from 0.2 to 1.2 m/yr and these rates show no clear relationship with slide size, average slope, or depth (Table 1). The velocity time series for each slide has a well-defined periodicity of $\sim$1 yr and each landslide responds to seasonal precipitation within 40 days (Fig. 5). This implies that velocity changes, and in particular periods of acceleration following the onset of rainfall, are related to seasonal changes in effective normal stress modulated by transient pore-water pressures. The narrow range of response times belie substantial variation in landslide depth and are much shorter than would be predicted with observed values of diffusivity from the nearby Minor Creek landslide. Our analysis is limited by the $\sim$40 day temporal resolution.
Fig. 3. Depth–area scaling for 69 landslides in the Eel River catchment measured from topographic data using lidar (1 m grid) (Mackey and Roering, 2011). The fitted curve shows a power-function fit with a non-linear least squares regression. The power-function is described by

\[ Z = \alpha A^\gamma \]

where \( Z \) is vertical landslide depth, \( \alpha \) is a fit parameter, \( A \) is area, and \( \gamma \) is the power-law exponent. We find coefficients (with 95\% confidence bound) \( \alpha = 0.46 \) (0.051, 0.87) and \( \gamma = 0.29 \) (0.22, 0.36). \( R^2 = 0.45 \).

5. A simple 1D hydrologic model for landslide response

Given our observations, we seek to reevaluate the applicability of the linear pore pressure diffusion model by using an analytical solution to quantify pressure changes to prescribed perturbations (i.e. rainfall). This analysis yields the magnitude of the pressure change as a function of soil diffusivity, landslide depth, and time. We assume a homogeneous, fully saturated poroelastic medium (e.g., Iverson, 2000). Field investigations of the nearby Minor Creek slide have shown that hydraulic diffusivity is not correlated with depth and that the water table remains within a meter or two of the ground surface year round and approaches the ground surface during the wet season (Iverson and Major, 1987; Iverson, 2000). These observations support the use of the slide thickness as a reasonable approximation of the diffusion length scale and a relatively constant hydraulic diffusivity. However, a more realistic treatment of the SAR data set, such that our response times represent maximum estimates; shorter response times elude the resolution of the current InSAR data. Nevertheless, the maximum response times reported here serve as critical constraints to test hydrologic model predictions for each landslide.

### Table 1

<table>
<thead>
<tr>
<th>Name</th>
<th>Area (m(^2))</th>
<th>Length (m)</th>
<th>Width (m)</th>
<th>Depth (m)</th>
<th>Slope (deg)</th>
<th>Mean downslope velocity (mm/yr)</th>
<th>Response time in days (WY2008, WY2009, WY2010)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chamise Creek (Cc)</td>
<td>157549</td>
<td>782</td>
<td>200</td>
<td>15</td>
<td>13</td>
<td>260</td>
<td>36, 37, 40</td>
</tr>
<tr>
<td>Kokawaka 2 (Kw2)</td>
<td>208199</td>
<td>1476</td>
<td>140</td>
<td>10</td>
<td>10</td>
<td>297</td>
<td>36, 37, 40</td>
</tr>
<tr>
<td>Kokawaka 3 (Kw3)</td>
<td>232477</td>
<td>1921</td>
<td>120</td>
<td>8</td>
<td>9</td>
<td>374</td>
<td>36, 37, 40</td>
</tr>
<tr>
<td>Doblyn Creek 1 (Db1)</td>
<td>374400</td>
<td>1090</td>
<td>340</td>
<td>19(*)</td>
<td>13</td>
<td>223</td>
<td>36, 37, 77)*</td>
</tr>
<tr>
<td>Doblyn Creek 2 (Db2)</td>
<td>506090</td>
<td>1290</td>
<td>390</td>
<td>21(*)</td>
<td>15</td>
<td>459</td>
<td>36, 37, 40</td>
</tr>
<tr>
<td>Lauffer Road (Lf)</td>
<td>534981</td>
<td>1906</td>
<td>280</td>
<td>30</td>
<td>14</td>
<td>183</td>
<td>36, 37, 40</td>
</tr>
<tr>
<td>Kokawaka 3 (Kw3)</td>
<td>609348</td>
<td>1818</td>
<td>335</td>
<td>40</td>
<td>10</td>
<td>370</td>
<td>36, 37, 40</td>
</tr>
<tr>
<td>Lundblade Ranch (Lr)</td>
<td>1324580</td>
<td>2420</td>
<td>550</td>
<td>27(*)</td>
<td>15</td>
<td>256</td>
<td>36, 37, 40</td>
</tr>
<tr>
<td>Simmerly Road (Sy)</td>
<td>1767211</td>
<td>2490</td>
<td>710</td>
<td>30(*)</td>
<td>10</td>
<td>358</td>
<td>36, 37, 40</td>
</tr>
<tr>
<td>Boulder Creek (Bc)</td>
<td>3107283</td>
<td>4757</td>
<td>653</td>
<td>40</td>
<td>14</td>
<td>1180</td>
<td>36, 37, 40</td>
</tr>
</tbody>
</table>

\* indicates depth values calculated from our power-law function. Velocity is time averaged over 2007–2011. \(^\ast\) corresponds to erroneous response time for Db1 (see text for description).
would allow the water table height and the diffusivity to evolve throughout the year as the landslide colluvium dries, and deforms. A one-dimensional pressure diffusion model is given as:

$$\frac{\partial P}{\partial t} = D_0 \frac{\partial^2 P}{\partial Z^2},$$

(1)

where $P$ is the transient pore-water pressure imposed by a change in surface forcing (i.e., precipitation), $Z$ is vertical depth from the water table (assumed to be at the topographic surface) to the shear zone, $D_0$ is the characteristic hydraulic diffusivity, and $t$ is time. At time $t \leq 0$ we assume a background pore-water pressure has developed and then at time $t > 0$ we apply a step change at the surface such that $P(Z = 0, t > 0) = P_0$ and allow it to propagate downwards. Typically, a sinusoidal boundary condition is used at the surface to more accurately represent precipitation events (Iverson and Major, 1987; Haneberg, 1991; Reid, 1994), but we chose to use a step change to clearly distinguish the subsurface response to the discrete onset of rainfall events. Also, rather than employ an arbitrary pressure change at the surface ($P_0$), we calculate the fraction of surface forcing transmitted to depth ($Z$) since we do not have observations of the absolute pore pressure. The analytical solution to this problem (Carslaw and Jaeger, 1959) provides the pore-water pressure change as a function of depth and time:

$$\frac{P(Z, t)}{P_0} = \text{erfc} \left( \frac{Z}{\sqrt{4D_0t}} \right).$$

(2)

where $P/P_0$ is the transient pressure as a percentage of the surface forcing. Using (2) we calculated the magnitude of pressure changes that occur within a year (Fig. 6).

Following the onset of precipitation, the diffusion model predicts that the strength of the pore-water pressure wave diffusing through the porous media attenuates with depth (Fig. 6). Thus, landslide thickness and diffusivity are predicted to control the strength and timing of a transient pore-water pressure signal (Iverson and Major, 1987). Studies using a diffusion model with a sinusoidal surface forcing have also found that low frequency pressure changes (i.e., seasonal precipitation) are required to penetrate deep-seated landslides, which has been used to explain why deep-seated, slow-moving landslides respond to seasonal precipitation (Iverson and Major, 1987; Reid, 1994).

6. Potential controls on landslide response

According to diffusion models with values of $D_0$ typical of those reported for similar soils and our range of slide depths, we expect the landslide response time to vary from days to years (Fig. 5). Instead, we find that landslides of highly varying size and depth respond to rainfall within a narrow range of relatively rapid ($\leq 40$ days) timescales suggesting several possible explanations: 1) these landslides are sensitive to minor pore-water pressure changes, 2) the diffusivity of these slides is much larger than reported values, and/or 3) a simple, one-dimensional, homogeneous model cannot capture the hydraulic complexity of these slow-moving landslides.

The characteristic diffusion timescale, $T_D$, is commonly referenced in landslide studies as the minimum time for strong pore-water pressure response and is sometimes used as a first-order approximation of pore-water pressure response (e.g., Coe, 2012), but the exact piezometric response it predicts is rarely stated (Iverson, 2000; Montgomery and Dietrich, 2004). To quantify the pore-water pressure change that corresponds with the diffusion timescale we used Eq. (2) to find

$$\frac{P(Z, T_D)}{P_0} = \text{erfc} \left( \frac{1}{2} \right) = 48\%.$$  

(3)

Eq. (3) shows that the diffusion timescale characterizes the time it takes for 48% of the surface forcing to be felt at depth. We find that $T_D$ is an inappropriate predictor of the timescale for acceleration because these slow-moving slides may respond to subtle pore-water pressure changes that are much less than 48% of the surface forcing and occur well before $T_D$ is reached (Fig. 6).

More importantly, our model results demonstrate that given the typical range of field-derived diffusivity values (Fig. S1), it is unlikely that significant diffusion-driven pressure change occurs in our deepest landslides. For example, if we use the characteristic diffusivity of the Minor Creek landslide ($10^{-6}$ m$^2$/s), we find <1% diffusive pressure change at depths $>7$ m within the 40 day response time that can be resolved with our InSAR analysis (Fig. 6D). This suggests that these slides remain close to an acceleration threshold and thus are sensitive to minor pressure changes.

Alternatively, the effective diffusivity that governs slide response could be much higher than values measured in the field. Reported values of diffusivity may underestimate the effective diffusivity that govern slide dynamics because field-based values derive from point measurements that are often selected to avoid heterogeneities (e.g., cracks) (Iverson and Major, 1987; Berti and Simoni, 2010, 2012). Furthermore, because it is common that soil diffusivity ranges over several orders of magnitude within a given landslide (Fig. S1), previous studies have relied on point averaging (e.g., geometric mean), which can lead to a biased characterization of the hydrologic properties of a landslide as related to slide dynamics. For example, Reid (1994) found that diffusion model results accounted for the observed pressure response of the Alani-Paty landslide, Hawaii, using hydrologic parameters derived from the near surface rather than from the entire landslide. Importantly, spatially and temporally continuous measurements may be required to characterize the effective diffusivity of an entire landslide because point measurements or averages of point measurements can easily fail to capture the inherent variability of these parameters.

 Preferential flow paths (such as cracks, fissures, and gullies) allow for rapid fluid transmission (up to m/h), are common in actively deforming clay-rich landslides, and are often invoked to explain the rapid response of various hydrologic systems (Beven and Germann, 1982; Berti and Simoni, 2012; Krzeminska et al., 2013). If extensive, vertical-to-subvertical cracks (Fig. S2) connect the near surface to the basal shear zone, they could transmit...
The remarkably consistent seasonal response (i.e., velocity and acceleration) of landslides in our study area suggests that these features may undergo self-organization to maintain a narrow range of basal pore-water pressures, and, thus a narrow range of response times that allows for both long-term motion and seasonal oscillations. This implies that these slides remain close to an acceleration threshold (Iverson and Major, 1987), consistent with the “bathtub model” (Baum and Reid, 2000), a conceptual framework wherein landslides are hydraulically isolated from their surroundings by low permeability shear zones at the base and lateral margins. The hydrologic isolation may allow slides to maintain sufficient pore-water pressure to sustain year-round motion, but also requires that the slides have efficient drainage pathways to prevent catastrophic failure (Iverson, 2005). We hypothesize that the drainage efficiency may evolve each year through shear zone dilation and the connectivity of ephemeral preferential flow paths that help to regulate pore-water pressure (Sidle et al., 2001; Krzeminska et al., 2013). This agrees with observations of internal fractures and pervasive gully networks, which are common to these types of mass movements, and with studies that have quantified mechanical–hydrologic feedbacks such as dilatative be-

![Figure 6](image-url)
behavior and the development of deformation cracks (Iverson, 2005; Schwab et al., 2008; Schulz et al., 2009; Roering et al., 2009; Krzeminska et al., 2013). Self-regulatory behavior may suggest that these slides are mechanically and hydrologically adjusted to their environment such that they can accommodate daily, seasonal, and multi-year changes in effective stress without failing catastrophically.

7. Conclusions

Our data show that slow-moving landslides in the Eel River catchment exhibit seasonal velocity changes with a periodicity of ~1 yr indicating that they are driven by deep seasonal pore-water pressure changes in basal shear zones. They respond within 40 days following the onset of seasonal rainfall despite significant variations in depth. This observation can be explained in several ways: 1) these slides are sensitive to minor pressure changes in basal shear zones (<48% of the surface forcing), 2) the effective diffusivity that controls landslide behavior is much larger than those values typically reported (i.e., preferential flow paths) and may scale with landslide size, or 3) a simple, one-dimensional, homogeneous linear dispersion model fails to capture the three-dimensional time-dependent hydrologic changes inherent in an evolving mechanical–hydrologic system, such as a slow-moving landslide. The narrow range in observed response times and persistent movement of the slides is consistent with the idea that these slides maintain a narrow range of pore-water pressure year round and are chronically close to an acceleration threshold such that hydrologic-mechanical feedbacks accommodate seasonal changes in effective stress.
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